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WHAT IS IT USEFUL FOR?

e Traditignal applications

e Program optimization

e Verification: resource guarantees
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SUMMARY SEQUENTIAL

b The process involves a series of transformations and analyses:

» Transformation into recursive form
» Size analysis

» Generation of cost relations

» Ranking functions and maximization

We cover polynomial, exponential, logarithmic complexities
From now on: given task m, we assume cost U,

Main references: ESOP’07, SAS’08

Handling fields: SAS’10, FM’11

v v v wv
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Concurrent Programs
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release

» Non-preemptive concurrency by
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release

release

» Shared memory among the
different tasks
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RESOURCE ANALYSIS WITH INTERLEAVINGS (I)
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f=2

f=1
release

f=*

release
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while (f>0){
f=1f-1,;
release ;

1%t approach: assume that
shared memory changes after
every release

Loss of information, poor results
— loops based on shared
variables cannot be bound.
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RESOURCE ANALYSIS WITH INTERLEAVINGS (II)

pO
1 while (f>0){ n0)
2 - 3
s f=fi-1 6 X = -
p m 4 release; Ty =~>n6
s }
f=3
f=2
reljalse
=3 » 2" approach: use a
—7 i .
,;ease May-Happen-in-Parallel analysis

to infer instructions pairs that can
interleave: ...(4,6),(4,7)...
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RESOURCE ANALYSIS WITH INTERLEAVINGS (III)
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SUMMARY CONCURRENT PROGRAMS

» Basic resource analysis for sound results APLAS’11

» May-happen-in-parallel analysis FORTE’12, LPAR’13,
SAS’15

» Rely-guarantee reasoning ATVA’13, JAR’17

» From now on: given a concurrent task m, we assume cost U,
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PART 3: DISTRIBUTED SYSTEMS

Distributed Systems
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ADDING DISTRIBUTION
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ADDING DISTRIBUTION

Elvira Albert, UCM

) X = newLoc to create a
distributed location

» A location has a queue of pending
tasks and one active task

» Multiple locations can be created
dynamically y=newLoc; z=newLoc

» Asynchronous tasks can be added
among locations: x.m(w) (in z)

Resource Analysis 21/37
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Cost centers are a general concept that
allows us to distinguish within the UB
different aspects:

Component cost centers: c(x), c(y)..

Program point cost centers: cost
center c(pp) per pp:acquire(e)
for (x=0;x<n;x++) pp:acquire(e)

‘ c(pp) * n* max(e) +c(pp2) * ... ‘

Task level centers: cost center c(m)
per method

‘ c(m) * Cptc(p) * ... ‘

Multi-component cost centers: cost
centers of the form c(z, x), i.e., when we
find an instruction x.m(w) in z we do
c(z, x) * size(w)
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PART 3: DISTRIBUTED SYSTEMS

Parallel Cost
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PARALLEL COST

» Serial cost: accumulate costs from different locations

p Limitation: ignore the parallelism of the distributed execution
model.

» New analysis: infer the parallel cost of distributed systems
(maximum cost between parallel tasks)

b Use: know if an application succeeds in exploiting the
parallelism of the distributed locations, overall resource
consumption

Elvira Albert, UCM Resource Analysis 25/37



PARALLEL COST

void m (int n){

000 //C// my
x.p(n);
. //C// moy
y-q(n);
boo //C// ms

}
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void m (int n){
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}
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}
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PARALLEL COST

void m (int n){ P

// my m
x.p(n); :
y-q(n); my

} ms q
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PARALLEL COST

void m (int n){
x.p(n);
y.a(n);

}

P3 = Z/lml +Z/{m2 +Z/{q
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PARALLEL COST

Trace ®
o x Yy
void m (int n){ 7_7'_3_ : :

-/

'X' S fnl The parallel cost of the program is
/) m the maximum of all possible traces:

y. q(/n/) ;n?’ 73 — max P17P27P3 < Serla/

R
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PARALLEL COST ANALYSIS

Program —————EBISugle NS MElOAETEYs])
»  oe
(") ()
()

Nz={my, my, q}

Serial=c(my)-Upm, + c(m2)-Upm, + c(m3}Um, + c(p)yth, + c(q)-Uq

UBny, = Uy + U, + Uy
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PARALLEL COST ANALYSIS

Program —————EBISugle NS MElOAETEYs])

\

The parallel cost of the program is
the maximum of all possible UB's:

UB” = max(UBy,, UBp,, UBp,) < Serial
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PART 2: DISTRIBUTED SYSTEMS

Peak Cost

Elvira Albert, UCM Resource Analysis 29/37



MOTIVATION

» Non-cumulative resources: are acquired and then released
» New notion of cost: infer the peak cost vs. the total cost

» Technical difficulty: not enough to reason on the final state
of the execution, the upper bound on the cost can happen at
any intermediate step

» Key feature: framework can be instantiated to measure any
type of non-cumulative resource that is acquired and
(optionally) freed.
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HANDLING RESOURCES

» Two instructions for handling resources:
» y = acquire(e) allocates the amount of resources stated by
expression e.
P release y releases resources referenced by y.
» resource leaks when
» Reusing a resource variable without releasing previous

resources.
» Reaching the end of a method without releasing a resource

variable.
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PEAK COST: MOTIVATING EXAMPLE

1 main (int s, int n){
2 x = acquire (k) ;

3 r = acquire(ky) ;

4 r = acquire(s);

5 release r;

6 y = acquire(n);

7 release x;

8

—
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PEAK COST: MOTIVATING EXAMPLE

1 main (int s, int n){

2 X =
3 r =
Al ¢ =

acquire (kg ) ;
acquire (ka2 ) ;
acquire(s) ;

5 release r;

6 y =

acquire(n) ;

7 release x;

s }

Elvira Albert, UCM

L2 L3 L4
rs

: r:ko r:ko

| x:k1 | x:k1 x:k1
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L2 L3 L4 L5
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L2 13 LW s L6 L7
1 main (int s, int n){ e T

2 X = acqu!re(kl); : rky r:kp r:kp r:kp y:n
3 r= vau!re(/Q); | x:ky | x:kq x:kq x:kq x:kq r:kp
4 r = acquire(s);

5 release r;

6
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7> release x;

s }
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PEAK COST: MOTIVATING EXAMPLE

1 main (int s, int n){

Elvira Albert, UCM

2 x = acquire (k) ;
3 r = acquire(ky) ;
4 r = acquire(s);
5 release r;

6 y = acquire(n);
7 release x;

s }

L2 L3 L4 L5 L6 L7
r:s y:n

r:ko r:ko r:ko r:ky y:n

‘ x:k1 ‘ x:k1 x:ky x:ky x:ky r:ko

Total = ki + ko +s+n
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1 main (int s,
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2 x = acquire (k) ;
3 r = acquire(ky) ;
4 r = acquire(s);
5 release r;

6 y = acquire(n);
7 release x;

s }

int n){

L2 L3 L4 L5 L6 L7
emmmm
rs y:n
r:ko r:ko r:ko r:ko y:n
‘ x:k1 ‘ x:k1 x:ky x:ky x:ky r:ko
P1

Pi=k +k +s
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2 x = acquire (k) ;
3 r = acquire(ky) ;
4 r = acquire(s);
5 release r;

6 y = acquire(n);
7 release x;

s }

L2 L3 L4 L5 L6 L7
rs "oy

r:ko r:ko r:ko r:ky y:n
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PEAK COST: MOTIVATING EXAMPLE

L2 L3 L4 L5 L6 L7
1 main (int s, int n){ pvs v
2 X = vau!re(kl); rikp r:kp r:kp riko y:n
3 r= acqu!re(kg); | sk | xika x:k1 x:k x:k1 riky
4 F = aCQUIFe’ The heak cost is the maximum between them:
5 release r;
6 Yy = acquire Peak = max(P1, P,) < Total
7 release x;
8

}
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SIMULTANEOUS RESOURCE ANALYSIS

1 n(int s, int n) { 5 release r;

2 x = acquire (k) ; ¢ y = acquire(n);
s r = acquire(kz); 7 release x;

4 r = acquire(s); 8 }
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n(int s, int n) { 5 release r;
2 X = acquire(ky) ; s y = acquire(n);
3 mbr = acquire(kz) ; 7 release x;
4 r = acquire(s); 8 }
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SIMULTANEOUS RESOURCE ANALYSIS

L2 L3 L4 L5 L6 L7

emmmm | gmmmm

B
Hd . .
v 1 r:.s n | Yo

: r:k2 r:k2 r:k2 r:k2 yn
| x:k1 | x:k1 x:ki x:k1 x:k1 r:k2

A1 A2
Al = {32, as, 34} Ay = {327 as, 36}
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SIMULTANEOUS RESOURCE ANALYSIS

L2 L3 L4 L5 Lﬁ L7
;Ei r:s y;n
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L2 L3 L4 L5 Lﬁ L7
;Ei 1 I‘;S n yn
: r:k2 r:k2 r:k2 r:k2 yn
| x:k1 | x:k1 x:ki x:k1 x:k1 r:k2
A1
A1 = {a2, 33,4}
Total = c(az) - ki + c(a3) - ko + c(as) - s + clas)—n

UB|A1 =kit+ky+s
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SIMULTANEOUS RESOURCE ANALYSIS

L2 L3 L4 L5 Lﬁ L7
b : : JIFLLLL S
pr r:s | Yok

: r:k2 r:k2 r:k2 r:k2 yn
| x:k1 | x:k1 x:ki x:k1 x:k1 r:k2

Az

Ar = {a2,a3,a6}

Total = c(az) - ki + c(a3) - ko + clas)=S + c(as) - n
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SIMULTANEOUS RESOURCE ANALYSIS

Elvira Albert, UCM

L2 L3 L4 L5 L6 L7
r:s y:n
r:k2 r:k2 r:k2 r:k2 yn
‘ x:k1 ‘ x:k1 x:k1 x:k1 x:k1 r:k2

The UB on the peak cost of the program is

the maximum of all UB's:

UBN = max(UBa,, UBa,) < Total
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SUMMARY DISTRIBUTED SYSTEMS

» Cost centers based resource analysis APLAS’11
» New performance indicators iFM’13

» Parallel cost analysis SAS’15

b Peak cost analysis TACAS’15
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CONCLUSIONS
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P resédrch on cost analysis dates back to 1975
» generating and solving different forms of recurrence relations

» From sequential to concurrent systems
» Concurrent interleavings
» May-happen-in-parallel based analysis
» Rely-guarantee

» From concurrent to distributed systems

» New performance indicators
» New notions of cost

, Parallel cost
, Peak cost

» Integrated in the SACO system, Static Analyzer for
Concurrent Objects
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