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Abstract

In this paper we present a combination framework for the automated polynomial complexity analysis of term
rewrite systems. The framework covers both derivational and runtime complexity analysis, and is employed
as theoretical foundation in the automated complexity tool TCT. We present generalisations of powerful
complexity techniques, notably a generalisation of complezity pairs and (weak) dependency pairs. Finally, we
also present a novel technique, called dependency graph decomposition, that in the dependency pair setting
greatly increases modularity.
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1. Introduction

In émplicit computational complexity (ICC for short) one often studies abstractions of real programming
languages in order to more clearly study the computational principle if only bounded resources are available [T,
2]. One abstract programming language framework often studied are term rewrite systems (TRSs for short)
and not surprisingly methods developed in ICC are applicable to measure the complexity of rewrite systems [3].

In order to measure the complexity of a TRS it is natural to look at the maximal length of derivation
sequences—the derivation length—as suggested by Hofbauer and Lautemann in [4]. The resulting notion
of complexity is called derivational complexity. Based on earlier notions by Bonfante et al., Hirokawa
and the second author introduced in [5] a variation, called runtime complezity, that only takes basic or
constructor-based terms as start terms into account. The restriction to basic terms allows one to accurately
express the complexity of a program through the runtime complexity of a TRS. Noteworthy both notions
constitute an invariant cost model for rewrite systems [6l [7]. Thus techniques developed for complexity
analysis of rewrite systems become readily applicable in the implicit characterisation of complexity classes, a
fact well documented in the literature.

The body of research in the field of complexity analysis of rewrite systems provides a wide range of
different techniques to analyse the time complexity of rewrite systems, fully automatically. Techniques
range from direct methods, like polynomial path orders [8, 9] and other suitable restrictions of termination
orders [3] [10], to transformation techniques, maybe most prominently adaptations of the dependency pair
method [5], [T1], semantic labeling over finite carriers [12], methods to combine base techniques [13] and the
weight gap principle [5L13]. (See [I4] for an overview of complexity analysis methods for term rewrite systems.)
In particular the dependency pair method for complexity analysis allows for a wealth of techniques originally
intended for termination analysis. We mention (safe) reduction pairs [5], various rule transformations [11],
and usable rules [5]. Some very effective methods have been introduced specifically for complexity analysis in
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the context of dependency pairs. For instance, path analysis |5l [15], [16] decomposes the analysed rewrite
relation into simpler ones, by treating paths through the dependency graph independently. Knowledge
propagation [I1] is another complexity technique relying on dependency graph analysis, which allows one to
propagate bounds for specific rules along the dependency graph. Besides these, various minor simplifications
are implemented in tools, mostly relying on dependency graph analysis. With this paper, we provide following
contributions.

1. We propose a uniform combination framework for complexity analysis, that is capable of expressing the
majority of the rewriting based complexity techniques in a unified way. Such a framework is essential
for the development of a modern complexity analyser for term rewrite systems. The implementation
of our complexity analyser TCT [I7], the Tyrolean Complexity Tool, closely follows the formalisation
proposed in this work. Noteworthy, TCT is currently the only tool that participates in all four complexity
sub-divisions of the annual termination competitionﬂ

2. A majority of the cited techniques were introduced in restricted or incompatible contexts. For instance,
in [I3] the derivational complexity of relative TRSs is considered. Conversely, neither [0l [16] nor [II]
treat relative systems, and restrict their attention to basic start terms. Where non-obvious, we
generalise these techniques to our setting. Noteworthy, our notion of P-monotone complexity pair
generalises complexity pairs from [I3] for derivational complexity, p-monotone complezity pairs for
runtime complexity analysis [16] [I8], and safe reduction pairs studied in [5, [I1] that work on dependency
pairsE| We also generalise the two different forms of dependency pairs for complexity analysis introduced
in [5] and [11]. This for instance allows our tool TCT to employ these powerful techniques on a TRS R
relative to some theory expressed as a TRS S.

3. We introduce a novel proof technique for runtime complexity analysis called dependency graph de-
composition. Resulting sub-problems are syntactically of a simpler form, and the analysis of these
sub-problems is often easier. Importantly, the sub-problems are usually also computationally simpler in
the sense that their complexity is strictly smaller than the one of the input problem. If the complexity
of the two generated sub-problems is bounded by a function in O(f) and O(g) respectively, then the
complexity of the input is bounded by O(f - ¢g). Experiments conducted with TCT indicate that this
estimation is often asymptotically precise.

As for the motivation of the results established here we want to emphasise the fact that in (static) program
analysis modularity (aka composability) of the techniques is of utmost importance and often considered
crucial (we exemplarily mention [I9H21]). Similarly the concept of modularity is present in ICC literature,
cf. [22]. This is in contrast to existing results in the literature on complexity of rewriting. Our framework, in
particular the dependency graph decomposition method, overcome this deficiency to a certain degree. A fact
that is also observable through the provided experimental data.

Partly the results established here have already been presented in the conference paper [23]. In contrast
to the conference version we here provide full proofs and have striven for an elaborate description of the
adaptation of existing techniques within the novel complexity framework. Furthermore we carefully crafted
suitable examples showing the intrinsic expressivity of the proposed framework. Some parts of this article
are part of the first authors PhD thesis [24].

Related Work. Polynomial complexity analysis is an active research area in rewriting. While the concept
has received some attention quite early by work of Choppy et al. [25], only recently the field matured. As
mentioned above to a great extend these techniques are influenced, if not based on, principles stemming
from the implicit computational complexity area. For instance [8] [9] provides a syntactic complexity analysis
technique which essentially embodies tiered recursion in the form proposed by Bellantoni and Cook [26]. The
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orders we discuss in Section [4.1] are closely related to the work of Bonfante et al. [3], where a characterisation
of the polytime computable functions is proposed.

We also want to mention ongoing approaches for the automated analysis of resource usage in programs.
Notably, Hoffmann et al. [27] provide an automatic multivariate amortised cost analysis exploiting typing,
which extends earlier results on amortised cost analysis. Finally Albert et al. [28] present an automated
complexity tool for Java Bytecode programs, Alias et al. [29] give a complexity and termination analysis
for flowchart programs, and Gulwani and Zuleger [19] as well as Zuleger et al. [20] provide an automated
complexity tool for C programs. Very recently Hofmann and Rodriguez proposed in [30] an automated
resource analysis for object-oriented programs via an amortised cost analysis. In all this works, composability
is a key issue.

Outline. The remainder of this paper is organised as follows. In the next section we cover some basics. Our
combination framework is then introduced in Section [3] In Section [ we show how various existing techniques
can be suitable generalised for integration into our framework. Furthermore in this section we also introduce
the novel method of dependency graph decomposition. In Section [p] we shortly report on our implementation
and provide experimental evidence of the viability of our method. Finally, we conclude in Section [0}

2. Preliminaries

We denote by N the set of natural numbers. Let R be a binary relation. The transitive closure of R
is denoted by R* and its transitive and reflexive closure by R*. For n € N we denote by R" the n-fold
composition of R. The binary relation R is well-founded (on a set A) if there exists no infinite chain ag, ay, . . .
with a; R a;1q for all i € N (ag € A). The relation R is finitely branching if for all elements a, the set
{b | a R b} is finite. A pre-order is a reflexive and transitive binary relation.

To compare partial functions we use Kleene equality: two partial functions f,g: A — B are equal, in
notation f =y g, if for all a € A either f(a) and g(a) are defined and f(a) = g(a), or both f(a) and g(a) are
undefined. We write f > g if for all a € A with g(a) defined, f(a) is defined and f(a) = g(a) holds. Then
f =k gifand only if f >¢ g and g >« f.

Term Rewriting. We assume basic familiarity with rewriting [31] and only fix notations here. We denote
by V a countably infinite set of variables and by F a signature, i.e. a finite set of function symbols. Each
function symbol f € F is equipped with a natural number k, the arity of f, which we also indicate by writing
f/k € F. The signature F and variables V are fixed throughout the paper. The set of terms 7 (F,V) is
the least set that contains all variables, and that contains f(¢1,...,t;) whenever t1,...,t, € T(F,V) and
f/k € F. The root, i.e. topmost, symbol of a term ¢ is denoted by rt(t). A term is ground if it contains no
variables. We suppose a partitioning of F into constructors C and defined symbols D. Ground terms over
C are called values. A term t is called basic if its root symbol is a defined symbol and all arguments are
values. The set of basic terms is denoted by 7,(D,C). Terms are denoted by s,t,u, ..., possibly followed by
subscripts. We denote by [t| the size of t, i.e., the number of occurrences of symbols in t.

A position is a finite sequence of positive natural numbers. We denote by e the empty position, and p-q
denotes the concatenation of positions p and q. We say that a position p is above a position ¢ if there exists a
position r such that p-r = ¢. If p is above ¢ we also say that ¢ is below 7, and we write p < q. We write p < g
if p < ¢ and p # ¢. Positions p and q are called parallel, in notation p || ¢, if neither p < ¢ nor ¢ < r holds.
We use t|, to refer to the subterm of the term t at position p, recursively defined as follows: t|. :=t and
tli.p == ti|p where t = f(t1,...,t,) and ¢ € {1,...,n}. The set of all positions in ¢, i.e. the set of positions p
where t|, is defined, is denoted by Pos(t). For a set of symbols X, we use Posx(t) C Pos(t) to denote the
set of all positions p such that the root of the sub-term r|, is a symbol from X'. For X = {z} a singleton we
also write Pos, (t) instead of Posx (t).

Let O ¢ F denote a fresh constant, the hole. Elements C' € T(F U {0}, V) with n occurrences of O are
called n-holed contexts. For an n-holed context C' and terms t1,...,t,, we denote by Clt1,...,t,] the term
obtained by replacing the n holes in C by the terms ti,...,t, from left to right. A substitution is a finite



mapping o : V — T (F,V) from variables to terms, substitutions are denoted by o, 7,.... We denote by o
also the homomorphic extension of ¢ from terms to terms, and write to instead of o(¢).

Let — be a binary relation on terms. The relation — is called stable under substitutions if s — t implies
so — to for every substitution o. It is closed under contexts if s — ¢ implies C[s] — C[t] for all contexts C.
The relation — is a rewrite relation if it is closed under contexts and stable under substitutions. For a set of
terms T C T(F, V), we define —(T) :={t| s € T. s — t}.

A rewrite rule is a pair (I,r) of terms, in notation | — r, such that the left-hand side I = f(ly,...,1,) is
not a variable, the root f is a defined symbol, and all variables appearing in the right-hand r occur also in [.
A term rewrite system (TRS for short) R (over the signature F and variables V) is a finite set of rewrite
rules. We always denote by R, S, Q rewrite systems. A function symbol f € D is defined by R if it is the
root of a left-hand side in R. We denote by — 1 the least rewrite relation that extends R. The relation —5
is called the rewrite relation of R. A term t is called a mormal form of R if there exists no term s with
s =g t. The set of all normal forms of R is denoted by NF(R). Abusing notation we extend this notion to
binary relations — on terms in the obvious way.

For two TRSs Q and R, we define s Q»R t if there exist a context C, substitution o, and rule
flla,...,lg) = r € R such that s = C[f(l10,...,lx0)], t = C[ro] and all terms l;o (i = 1,...,k) are Q
normal forms. The subterm f(l0,...,[xo) of s is called the redex of the step s < t. A (possible infinite)
sequence of steps tg L t) Lty L5 -+ is called a % rewrite sequence, or derivation. For clarity, we
sometimes underline the redex when we depict steps s %5 . Note that by definition —5 = 2, and that
the relation X5 corresponds to the innermost rewrite relation, where arguments have to be reduced first.
We extend -5 to a relative setting and define for TRSs R and S the relation —Q—>R/5 =25 Sn - DY
which is called the Q-restricted rewrite relation of R modulo S. We emphasise that dh(t, —Q—>R/S), when
defined, gives an upper bound on the number of R-steps in 21 s rewrite sequences starting from ¢.

The derivation height of a term ¢ with respect to the binary relation — is given by dh(¢,—) := max{n |
Fto, ..., tn. t =tg = t1 — -+ — t,}. Observe that dh(¢, —) is defined whenever — is finitely branching and
well-founded. For a set of starting terms T and n € N we define

cp(n, T, —) := max{dh(t,—) | It € T. |[t| < n} .

The derivational complexity of a TRS R is given by deg(n) := cp(n, T(F,V),—) for all n € N. The
runtime complexity takes only basic terms as starting terms into account: reg(n) := cp(n, %(D,C), =) for
all n € N. By exchanging —5 with &3, we obtain the notions of innermost derivational and innermost
runtime complerity, respectively.

3. A Combination Framework for Complexity Analysis

In this section we introduce the complexity framework underlying TCT. The proposed framework is
influenced to a great extent by the work of Thiemann [32] on the dependency pair framework for termination
analysis. The notion of complexity processor, or simply processor, lies at the heart of our framework. A
complexity processor dictates how to transform the analysed input problem into (hopefully) simpler sub-
problems. It also relates the complexity of the obtained sub-problems to the complexity of the input problem.
In our framework, such a processor is modeled as a set of inference rules

EPiifi o EPutfa
FP:f

)

over judgements of the form + P: f. Here P denotes a complexity problem (problem for short) and f: N — N
a bounding function. The validity of a judgement F P: f is given when the function f binds the complexity
of the problem P asymptotically.

Conceptually, a complexity problem P consists of a set of starting terms T together with a relation
—suw for TRSs S, W. The complexity function cpp : N — N of P accounts for the number of applications
of rules from S in derivations starting from terms ¢ € 7, measured in the size of ¢. The component W of P
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can be used to express rewriting of S relative to a theory. It will also be used in subsequently introduced
processors.

Definition 1 (Complexity Problem, Complexity Function).

1. A complexity problem P (problem for short) is a quadruple (S,W, Q,T), in notation (S/W, Q,T),
where S, W, Q are TRSs and 7 C T (F) a set of ground terms. We call S and W the strict and weak
component of P respectively. The set T is called the set of starting terms of P.

2. The rewrite relation of P is defined as —p 1= g )y, a derivation t —p t; —p -+ is also called a
P-derivation (starting from t).

3. The complezity (function) cpp : N — N of P is defined as the partial function
cpp(n) ==cp(n, T, 2 5,) -

In the sequel P, always denotes a complexity problem. We always use & and W for the strict and weak
component of a complexity problem, whereas R refers to a set of rewrite rules that can occur in both
components. These notations are possibly followed by subscripts. We write I - r € P forl > re SUW,
where S and W are the strict and weak component of P respectively.

Consider a problem P = (S/W,Q,T). If —Q—>S/W is terminating and finitely branching on T, then the
complexity function cpp is defined on all inputs, by Kénig’s Lemma. The following example shows that in
the relative setting the termination property alone does not suffice that cpp is defined on all inputs.

Ezample 1. Consider the problem Py := (S1/Wi, @, T1) where S; = {g(s(z)) — g(z)}, Wi = {f(z) —
f(s(x)), f(x) — g(x)}, and Ty := {f(L)}. Observe that —p derivations are of the form

F(L) =, F(s" (L) =w, 8(s™ (L) =5, 8(L) ,
for n € N, that is, f(L) —3§, y, g(L) holds for all n € N. Thus, whereas —¢, )y, is well-founded on 7,
cpp, (m) =k dh(f(L), =, )y,) is undefined for m > 2.

The example exploits that the rewrite relation, although well-founded, is not finitely branching. The next
example shows that for a complexity problem P = (S/W, Q,T), even if <4 /w is not finitely branching on
T, the complexity function cpp can still be defined on all inputs.

Ezample 2 (Continued from Ezample . Counsider the complexity problem P := (So/Wi, D, T1), where
Sz = {g(z) — z}. The complexity function of P, is constant, but f(L) =g, ;y, s"(L) holds for all n € N,
Le. =g,/ is not finitely branching on 77.

The following notions of innermost, runtime and derivational complexity problem allow us to carry over
techniques for rewrite systems, applicable in these restricted contexts, to complexity problems.

Definition 2 (Runtime, Derivational, Innermost Complexity Problem). Let P = (§/W,Q,T) denote a
complexity problem.

1. Then P is called a runtime complexity problem if T C T,(D,C) holds. Otherwise it is called a derivational
complexity problem.

2. The problem P is called an innermost complexity problem if NF(Q) C NF(SUW).

As for runtime complexity analysis of rewrite systems, a runtime complexity problem takes only basic starting
terms into account. For an innermost complexity problem P as above, the rewrite relation —5 is included in
the innermost rewrite relation of R U S.

Definition 3 (Judgement, Processor, Proof).

1. A (complexity) judgement is a statement F P: f where P is a complexity problem and f: N — N.
The judgement is valid if cpp is defined on all inputs, and cpp € O(f).
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2. A complexity processor Proc (processor for short) is an inference rule

EPi:fi 0 FEPutfa
Proc ,
FP:f
over complexity judgements. The problems P, ..., P, are called the sub-problems generated by Proc on
P. The processor Proc is sound if +P: f is valid whenever the judgements +Py: f1, ..., FPp: fn

are valid. The processor is complete if the inverse direction holds.

3. Let empty denote the axiom F (&/W,Q,T): f for all TRSs W and Q, set of terms 7 and f: N — N.
A complexity proof (proof for short) of a judgement F P: f is a deduction using sound processors from
the axiom empty and assumptions = P1: fi,..., = Pn: fn, in notation Py: f1,...,Pp: fnFP: f.

We say that a complexity proof is closed if its set of assumptions is empty, otherwise it is open. We follow
the usual convention and annotate side conditions as premises to inference rules. When the list of premises
in a processor

EPiifi o0 BEPaifa
FP:f

is empty, i.e. n = 0, we call Proc also a direct processor. The notion of complexity pair introduced in
Section @ for example is an instance of a direct processor. Processors that are not direct processors are
called transformations.

Soundness of a processor guarantees that our formal system is correct. Completeness ensures that a
deduction gives asymptotically tight bounds.

Proc ,

Theorem 1. If there exists a closed complexity proof = P: f, then the judgement = P: f is valid.

Proof. The theorem follows by a standard induction on the size of proofs, exploiting that the underlying set
of processors is sound. a

As we see in the sequel, our formalisation is expressive enough to cover a majority of the techniques
available for the automated complexity analysis. To justify our design choices, we briefly compare our
formulations to previously established notions.

Related Complezity Frameworks. Our notion of complexity problem is a natural extension of the one
established by Zankl and Korp [I3] for derivational complexity analysis, which underlies the complexity tool
CaTEl CaT is a variation of the fast and powerful complexity analyser T1To [33]. In the framework underlying
CaT, a complexity problem consists of a relative rewrite system S/W together with a bounding function
f: N —= N. A processor in this setting is a function

(S1US)/W, f) = (Si1/(S2UW), f)

which shifts rules Sy from the strict component to the weak component. This processor is sound if f(n) +
de(s,us,)w(n) € O(f'(n) + des, /(s,uw)(n)) holds, where desyy = cp(n, T(F,V), —g/y) extends the
derivational complexity function from TRSs to relative rewrite systems. Our framework generalises these
notions in various aspects. First of all, we have made the set of starting terms abstract, which allows us to
cover the derivational and runtime complexity of TRSs. We also allow transformations where rules appearing
in the generated sub-problem do not appear in the input problem. Instances of such transformations are
for example the two notions of dependency pair transformations discussed in Section [£:3] Also, we permit
processors to transform the input problem into more than one sub-problem. Finally, we do not enforce
linear combinations of complexity certificates. The latter two properties are for instance necessary in the
formulation of dependency graph decomposition, discussed at the end of Section

Shttp://cl-informatik.uibk.ac.at/software/cat/
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In the basic setting of the framework underlying AProVE [34], a complexity problem consists of a triple
(D,S,R) for dependency tuples S C D (compare Section and rewrite rules R. Let W := D\ S. The
complexity of such a problem essentially amounts to the number of applications of dependency tuples from
S in derivations % ¢ /wur starting from a suitable set of terms 7. In our setting, the triple (D,S,R) can
thus be represented as the problem (S/W U R, R, T). Our notion of complexity problem is more general,
since we do not restrict the strict component to dependency tuples. This generality is necessary to cover full
rewriting and derivational complexity analysis, because a canonical complexity problem cannot always be
transformed into the restricted form.

Finally, we note that Noschinski et al. [34] also propose an extension of their notion of complexity
problem, using an additional component C of known rules. These are rules whose complexity, in the sense of
the number of applications of rules from X in the considered derivations, has already been assessed. This
information can be reused in the knowledge propagation processor [34]. Our framework cannot capture this
extension, although we could in principle extend our notion of complexity problem sufficiently. This of course
incurs some complications, as in each processor the additional component K needs to be treated properly.

4. Complexity Processors in TCT

We now discuss various methods implemented in TCT. Some of the techniques were initially introduced
in the context of termination analysis, but have been later adapted for the polynomial complexity analysis
in various works. We recast these techniques to suite complexity problems. Our notion of P-monotone
complexity pair, covered in Section is inspired by the notion complexity pair introduced by Zankl and Korp
[13], but we weaken monotonicity requirements for runtime complexity analysis. P-monotone complexity
pair also generalise the notion of safe reduction pair proposed by Hirokawa and Moser [5]. Zankl and Korp
[13] use complexity pairs in an iterated fashion, we adapt this approach in Section In Section we
suitably adapt the two forms of dependency pairs proposed by Hirokawa and Moser [5] and Noschinski et al.
[34]. We then generalise usable rules in Section and present various simplification techniques based on a
dependency graph analysis in Section Here, we also propose a novel technique, called dependency graph
decomposition. This technique constitutes a suitable adaptation of cycle analysis proposed by Giesl et al.
[35] for the termination analysis of rewrite systems.

Throughout the rest of this section, the following two rewrite systems will serve as running examples.
The first is a small toy example.

Example 3. Consider the rewrite system Ry given by the following four rules.
1:04+y—y 2:s(x)+y —s(z+y) 3:0xy—0 4:s(z) xy = y+ (zxy).

This TRS computes multiplication (and addition) on numerals constructed from the constant 0 and the
successor s. For n € N, we use the notation n below to abbreviate numerals s(- - - s(0) - - - ), where the successor
s occurs n times.

Let 7% denote the set of basic terms with defined symbols +, x and constructors s,0. We denote by Py
the canonical runtime complexity problem (R /@, @, Tx), and by Py_; the innermost runtime complexity
(Ry/D, R, Tx)

The runtime complexity analysis of our second TRS Rk is significantly more involved. This example
implements Kruskal’s algorithm for computing a spanning forest of minimal weight for a given graph, see

Figure

Ezample 4. In Rk, a graph is represented as a term graph(N, E) where N and E refer to the nodes and
edges respectively. Sets are encoded as lists, build from the constant [] and the binary symbol (::) in the
usual way. We suppose nodes and weights are given as natural numbers. For simplicity, these are encoded as
tally numbers s™(0). Edges e are given as triples (n,w, m), where the rules

5:src((n,w,m)) = n 6: wt((n,w,m)) = w 7:trg((n,w,m)) = m

7



Let N denote the nodes and F weighted edges of a graph G.

Set F:=@ and P:={{n}|ne N}
For all edges e € F, sorted increasingly by their weight, do:

If source and target of e occur in p,q € P respectively, with p # g;
Set P:= P\ {p,qt U{pUgq} and F := F U {e}.
Return F.

Figure 1: Kruskal’s algorithm for computing a spanning forest of minimal weight.

provide projections to the source node n, weight w, and target node m. The following rules contained in Rk
implement Kruskal’s algorithm.

8:  forest(graph(N, E)) — kruskal(sort(E), [], partitions(V))
D=1

9: partitions([]) — []
10: partitions(n :: N) — ( i []) :: partitions(N)
11: kruskal([], W, P) —
12:  kruskal(e :: E, W P)— kruskal‘?(lnBlock(e P),e,E,W,P)
13: kruskal?(tt, e, E, W, P) — kruskal(E, W, P)
14: kruskal?(ff, e, E, W, P) — kruskal(E, e :: W, join(e, P, []))
15: inBlock(e, []) — ff
16: inBlock(e,p :: P) — (src( ) € pAtrg(e) € p) VinBlock(e, P)
17 join(e, [1.q) > ¢ []
18: join(e,p :: P,q) %Jomr?(src( ) € pVirg(e) € p,e,p, P,q)
19: join?(tt, e, p, P,q) — join(e, P,p + q)
20: join?(ff,e,p, P,q) — p :: join(e, P, q) .

The defined symbol forest starts the computation on input graph graph(N, E). The rules [{I)—(I4) are
used to iterate the loop from Figure I} The rules ([IB]) and (8] check the condition, and the remaining rules
[I7)—([29)) execute the body of the conditional. To sort edges according to their weight, the TRS Rk uses the
following implementation of insertion sort.

21: sort([]) = [] 22: sort(e :: E) — insert(e, sort(E))
23: insert(e, []) — e :: [] 24: insert(e, f :: E) — insert?(wt(e) < wt(f),e, f, E)
25: insert?(tt,e, f,E) — e (f = E) 26: insert?(ff, e, f, E) — f ::insert(e, E) .

On the list representation of sets, membership and union is defined as expected:
27: nel]—ff 28: ne(m:=p)>n=mVneEp
29: []Hq¢—q 30: (nzp)Hqg—n:(pHq).

Finally, the following rules define standard Boolean operations, and comparisons on natural numbers.
31: 0=0—tt 32:s(x) =0 — ff 33: 0=s(y) — ff 34:s(x)=s(y) vz =y
35: 0<0—tt 36:s(x) <0 —ff 37: 0 < s(y) — tt 38:s(z) <s(y) > x <y
39: ffAfF—ff 40:  ffAtt — ff 41:  ttAff — ff 42: ttAtt — tt
43: ffV ff — ff 44 ff vt — tt 45: tt Vv If — tt 46: ttvtt = tt.

8



We set Rk := {([B)—(E8)}. Let Fx be the set of symbols occurring in Rg. Furthermore, let Tk := 7 (Dk, Ck)
denote the set of basic terms where defined symbols Dk coincide with the symbols defined by Rk, and
Ck := Fx \ Dk. The problem (Rk/9, Rk, Tk) is the canonical innermost runtime complexity problem of R.
The complexity of this problem is quadratic. The non-trivial proof relies on the invariant that the third
argument P of kruskal denotes a partitioning of the initial set of nodes, at any time during reduction.

4.1. Suiting Reduction Orders to Complexity

Orders have been used quite early for the (automated) complexity analysis of rewrite systems. The
seminal paper by Bonfante et al. [3] gives an early account on using reduction orders for complexity analysis,
in the form of polynomial interpretations. Zankl and Korp [13] use pairs of orders (=, ), called complexity
pairs, to estimate the derivational complexity in a relative setting. Safe reduction pairs [5] constitute a
variation of complexity pairs. These are useful in conjunction with dependency pairs, compare Section In
the following, we introduce P-monotone complexity pairs, which provide a unified account of these notions.

Fix a complexity problem P = (S/W, Q, T), and consider a reduction

t=to gy ts Ly ts s,

for starting term ¢t € 7. Suppose we have shown termination of such sequences by means of a well founded
order > on terms: t; > t;5.1 holds for all steps t; 995/\/\; t;r1. If there exists a function f: N — N which gives
a bound on dh(t, ) expressed in the size of ¢t € T, then f gives an upper bound on the complexity function
of P. However, not every order > used in practice is finitely branching, and thus dh(¢, =) is not necessarily
well-defined. To account for such orders, Hirokawa and Moser [I5] propose the notion of G-collapsible order.
The following provides an adaptation of this notion.

Definition 4 (G-collapsible, Induced Complexity). Let P = (S/W, Q,T) denote a complexity problem,
consider an order > on terms.

1. Suppose there exists a mapping G : T (F,V) — N such that
s Q—>S/W tand s -t = G(s) > G(t),

holds for all terms s € =5 (7). Then > is called G-collapsible on P. The order > is collapsible with
respect to P if there exists a mapping G such that > is G-collapsible on P.

2. Consider an order > which is G-collapsible with respect to P. Suppose that there exists a function
f: N — N such that
G(t) € O(f(|t])) holds for all t € T

Then we say that > induces the complexity f on P.

Lemma 1. Let P = (S/W,Q,T) denote a complexity problem. Let = be an order that is G-collapsible with
respect to P. Suppose
S —Q—>3/W t = s>1t,

holds for all s € =5 (T). Then for all termst € T, dh(t, Q—>5/W) is defined and dh(t, Q»S/W) < G(1).
Proof. Immediate consequence of the assumptions and Definition [4] ]

Consider an order >~ that induces the complexity f on P. If this order includes the relation 2 g W
on terms ¢t € =5 (7T ), the above lemma shows that judgement  P: f is valid. To check the inclusion, as
in [I3] we consider a pair of orders (7, =) on terms. Here - denotes a pre-order on terms, and > an order
compatible with =: = - > - = C . Zankl and Korp [I3] further require that both orders are monotone and
stable under substitutions. In this case, the assertions W C == and 8 C = imply ¢ yw € > as desired.

Guided by the observation that monotonicity is required only on argument positions t hat can be rewritten
in reductions of starting terms, Hirokawa and Moser [16] [I8] propose the use of p-monotone orders for

9



runtime complexity analysis. In this context, the mapping u is used to designate which arguments are
usable in derivations, i.e. can be reduced. The following constitutes an adaptation of usable replacement
maps from rewrite systems Hirokawa and Moser [I8] to complexity problems. A replacement map on F is a
mapping from function symbols f/k € F to subsets of {1,...,k}. For a term ¢, the set Pos,(t) C Pos(t)
of p-replacing positions in t is defined such that Pos,(t) := {e} if t is a variable, and Pos,(t) := {e} U
{i-p|iep(f) and p € Pos,(t;)} if t = f(t1,...,tx). For a binary relation — on terms we denote by 7,(—)
the set of terms ¢ where only sub-terms at p-replacing positions are reducible: t € 7,(—) if for all positions
p € Pos(t), if p & Pos,(t) then t|, € NF(—).

Definition 5 (Usable Replacement Maps). Let P = (S/W, Q,T) denote a complexity problem, and let
R denote a set of rewrite rules. A replacement map p is called a usable replacement map for R in P, if

=p(T) € Tu(Zg).

Hence, a usable replacement map for a set of rules R approximates those positions at which a step due to R
can happen, when considering P-derivations starting from 7.

Ezample 5 (Continued from Ezample @ Consider the Py-derivation

2x1—=p 1+(1x1)—=p 14+(14(0x1))—=p 1+s(0+(0x1))
—p, 1+5(04+0)—=p 14+1—=p s(0+1)—=p 2.

Observe that if addition occurs in a context, then either under the second argument of addition or under the
successor symbol. This holds even for all reductions of basic terms 7. The map p4, defined by p(s) = {1},
() = {2} and p4(x) = @, thus constitutes a usable replacement map for the addition rules {I12} in Px.

An order > on terms is called u-monotone if it is monotone on p-positions, in the sense that for all
function symbols f, if i € u(f) and s; = ¢; holds then f(s1,...,8i,.--,8,) = f(s1,---,ti,.-.,8,) holds.

Definition 6 (P-monotone, Complexity Pair). Let P = (S/W, Q,T) denote a complexity problem.

1. A complexity pair (Z,>) consists of a pre-order 77 and an order > that are both closed under
substitutions and satisfy = - > - = C .

2. The complexity pair (77, >) is called P-monotone if

- > is y-monotone for a usable replacement map p of S in P; and

- 7 is 7-monotone for a usable replacement map 7 of W in P.

Lemma 2. Let P = (S/W,Q,T) be a complexity problem, and let R C SUW denote a set of rewrite rules
n P.

1. Let p denote a usable replacement map for R in P, and suppose R C > holds for a p-monotone order
> that is stable under substitutions. Then

s Dot = s»t,

holds for all s € =5 (T).

2. If (=, >) is a P-monotone complexity pair such that S C > and W C Z holds, then
s —Q—>S/W t = s>-1t,

holds for all s € —=5(T).
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Proof. Consider the first assert. Since y is a usable replacement map for R in P, it suffices to show the claim
for s € T,,(-%%). Suppose s %R7P t, hence p € Pos,(t). We show that for every prefix g of p, s|q > t|4 holds.
The proof is by induction on |p| — |¢|. The base case g = p is covered by compatibility and stability under
substitutions. For the inductive step, consider a prefix ¢-i of p, where by induction hypothesis s|q.; > t|g.;.
Since p € Pos,(s) it is not difficult to see that i € u(f). Thus

Slg=f(s1,...,8lquis- -, 8n) = f(S1,-. -, tlgir- -y ) =g,

follows by p-monotonicity of > as desired. From this observation, the first assertion is obtained using g = e.
For the second assertion, consider a Q-restricted relative step

K- N RS

for s € =5(7). Using the assumptions on (5, >) and the inclusions W C - and S C > to satisfy the
assumptions of the first assertion, we obtain s 72* - = - =~* t. Hence s > t follows by transitivity of 7 and the
inclusion 77 - > - 22 C . a

As immediate consequence of Lemma [T and Lemma [2] we obtain the following processor.

Theorem 2 (Complexity Pair Processor). Consider a P-monotone complexity pair (ZZ,>) such that =
induces the complexity f on P. The following direct processor is sound:

SC= WcCr
F(SW,0,T): f

CP

Suppose no restriction is put on starting terms in P. By definition, only the full replacement map is also a
usable replacement map for rewrite rules occurring in P. Then Theorem [2| requires that the orders - and
> are monotone in all argument positions. Hence on unconstrained sets of starting terms, our notion of
P-monotone complexity pair corresponds to the notion employed by Zankl and Korp [13].

4.2. Relative Decomposition

A variation of the complexity pair processor, that iteratively orients disjoint subsets of S, occurred first
in [I3]. The following processor constitutes a straightforward generalisation of [I3], Theorem 4.4] to our
setting.

Theorem 3 (Decompose Processor). The following processor is sound:

F(S1/S2UW, Q,T): f F(S2/STUW,Q,T): g

S USyW.OT) f+g decompose .
Here f + g denotes the function h defined by h(n) := f(n) + g(n).
Proof. The lemma follows from the inequality
dh(t, 25,08, W) < dh(t, 25 s,0m) +dh(t, D, 5 0m) - |

The decompose processor is a central ingredient for the automated complexity analysis. All participants of
the recent complexity sub-division of the annual termination competition rely on variations of this processor
for the combination of different proof techniques. In correspondence to the rule remowval processor for
termination analysis [32], one can combine Theorem [2| and Theorem [3| See [13] and [34] where a similar
combination is proposed. This way the synthesis procedure implementing the complexity pair processor
can determine a fitting partitioning of strict rules. Unlike in the rule removal processor for termination, for
complexity analysis we need to keep the oriented rules in the weak component, cf. [I3]. Oriented rules are
thus shifted from the strict to the weak component. This is illustrated by the following example.
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Ezample 6 (Continued from Ezample @ Consider the linear polynomial interpretation A over N such that
04=0,54(z) =z, z+ay=yand x x4y = 1. Let Ay:= ({B} /{{lRHE}, R«,T) denote the problem that
accounts for the rule 3: 0 x y — 0 in Px. For a term ¢ and assignment o : V — N, let [a] 4(t) denote the
interpretation of ¢ by A defined in the obvious way. The induced order > 4 together with the order > 4,
defined by s >4 t if [a]a(s) > [a]a(t) holds for all assignments «, forms a Rgmonotone complexity pair
(>4,>4). Monotonicity can be shown using the replacement maps given in Example The order >4
induces linear complexity on Hg. According to Theorem [3] the following tree depicts a complexity proof

({I2E /B2, %): gF Px:n+g.
By C>a {I2EC >4

- (@) O2E. 2. - (DRE/ BT g
FPx:in+g

decompose.

The above complexity proof can now be completed iteratively, on the simpler problem ({2 H}/{Bl}, &, ).
Since the complexity of Py is quadratic, one has to use a technique beyond linear polynomial interpretations
here. The combination of complexity pairs with the decompose processor is formalised in the next Theorem.

Theorem 4 (Decompose CP Processor). Consider a Py-monotone complexity pair (27, >), for a complexity
problem Py = (81/Sa UW, Q, T). Suppose = induces the complexity f on Py. The following processor is
sound:

S1C> WUS Crx F(S2/S1UW,Q,T): g
F(S1US /W, Q. T): f+yg

decompose CP .

Proof. Immediate consequence of Theorem [2| and Theorem g

We remark that the decompose processor finds applications beyond its combination with complexity pairs,

cf. Section {.5.2

4.8. Dependency Pairs for Complexity Analysis

For termination analysis, it is nowadays standard to transform a termination problem first into a
dependency pair problem [36]. In essence, the dependency pairs of a TRS R reflect direct function calls in
rules of R. Termination of R is equivalent to the absence of infinite (and minimal) dependency pair chains,
i.e. sequences of successive applications of dependency pairs, allowing modification of arguments using the
original rules of R. Reasoning over dependency pairs opens the door for a wealth of techniques. For an
overview, we refer the reader to [32].

DPs track successive chains of function calls but forget contexts. The length of DP chains does in general
not properly reflect the runtime complexity of the rewrite system under consideration [37]. To make the
dependency pair technique applicable in the context of runtime complexity analysis, Hirokawa and Moser [5]
introduced a variation of dependency pairs, the weak dependency pairs. Weak dependency pairs group various
dependency pairs in a single rule, in order to simultaneously track multiple calls occurring in a rewrite rule.
More recently, Noschinski et al. [34] introduced another variation of (weak) dependency pairs, dependency
tuples, which overcome some deficiencies of the weak dependency pair approach. Dependency tuples are
however only sound for analysing the innermost runtime complexity of TRSs. Modern termination tools like
TCT thus implement both transformations.

In this section, we present the weak dependency pairs and dependency tuple transformation as complexity
processors in our framework. We reprove the central theorems of Hirokawa and Moser [5] and Noschinski
et al. [34], c.f. Theorem [5] and Theorem [6] respectively. This is necessary as neither Hirokawa and Moser [5]
nor Noschinski et al. [34] treat relative rewriting. In contrast, our formulations allow us to cover complexity
problems where the weak component in a complexity problem is not empty.

The following definition introduces the notion of dependency pair complexity problem (DP problem for
short), which is liberal enough to capture the weak dependency pair and dependency tuple transformation.
Also, it allows us to express the various transformation techniques found in [5] and [34] that operate on weak
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dependendency pairs and dependency tuples, respectively. These transformations are covered in the following
Section and Section As in [B, 34] we allow compound symbols in right hand sides of (grouped)
dependency pairs. As for termination analysis, we consider derivations starting from marked terms only.

Definition 7 (Dependency Pairs, Dependency Pair Complexity Problem). Let F be a signature with de-
fined symbols D.

1. For each f/k € D, let f* denote a fresh function symbol of arity k, the dependency pair symbol (of f).
The least extension of F to all dependency pair symbols is denoted by F*.

For a term t € T(F,V) we define the marking of t as

g {fﬁ(tl,...7tk) if t = f(t,...,t) and f € D,

t otherwise.

For a set T C T(F,V), we denote by T* the set of marked terms T* = {t¥ | t € T'}.

2. We denote by Com = {c{,c},...,c0,cl,...,c3,cl,...} a countable infinite signature of constructor

symbols, where the arity of c in Com is k for all i, k € N. Symbols in Com are called compound symbols.

3. Let I,7,71,...,7% € T(F,V) and ci € Com. A rewrite rule of the form I¥ — 7 or ¥ — c}‘c(r%, e ,r,ﬁ) is
called a grouped dependency pair.

4. Let S and W be two TRSs over T(F,V), and let S* and W* be two sets of dependency pairs.
A dependency pair complexity problem, or simply DP problem, is a runtime complexity problem
Pt = (STUS/WHUW, Q, T*) over marked basic terms T* C T*(D,C).

We keep the convention that R,S, W, ... are TRSs over T (F,V), and the marked versions R¥, S* W¥ ...
always denote sets of dependency pairs. We abbreviate the compound symbols ¢ (k € N) by ci. The identity

of compound symbols occurring in terms is of no importance. This justifies that we write COM(t'{, e ,ti) for
a term of the shape c}, (... ,tﬁk) (k,i € N). For k = 1 we denote by com(t*) also the term ¢*. Hence every

dependency pair can be written as If — COM(rﬁ, e 7T111€) for some terms I,r1,...,rp € T(F,V).

Following [5, [34], our notion of (grouped) dependency pair is different to the notion of dependency pairs
used in termination analysis [32] [36]. A grouped dependency pair ¥ — COM(r%7 . ,rz) corresponds to the

combination of multiple dependency pairs I# — rf (i =1,...,k) obtained from the rule [ — r. Precisely

which dependency pairs are combined depends on the used formalism, that is, whether we consider the
setting of Hirokawa and Moser [5] or Noschinski et al. [34]. In the following, we call grouped dependency
pairs simple dependency pairs, or DPs for short. No confusion can arise from this.

Ezample 7 (Continued from Ezample @ Consider the DPs
47:04%y s cp 48:s(x)+ly s a+fy 49:0xFy =y 50:s(z) xFy = colx +F (z x y),z xFy) ,

denoted by SﬁX below. Let Txﬁ be the set of marked basic terms with defined symbols +#, x# and constructors
s,0. Then Pﬁ_i = <SﬁX /RX,RX,TXﬂ)7 where Ry are the rules for addition and multiplication depicted in
Example |3} is a DP problem. We anticipate that the DP problem Pxﬁ_i reflects the complexity of the canonical

inermost runtime complexity problem Pj_i of R«, compare Theorem |§| below.

Call an n-holed context C' a compound context if it contains only compound symbols. Consider the Pxﬁ_i
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derivation
D: 2x%1 —ps Co(1 +F (1 x1),1xF1)
—pr (14 (1+(0x1)),1x%1)
—>7)>§_i P
—pr (11,17 1)

—%n (047 1,c(1 +#(0x1),0x"1)).

Observe that any term in the above sequence can be written as Clty, ..., t,] where C is a maximal compound
context, and t1,...,t, are terms without compound symbols. For instance, the last term in this sequence
is given as C[0 x* 1,1 +% (0 x 1),0 x* 1] for C := co(0,cy(0,0)). This holds even in general. Note that
the terms ¢; (i = 1,...,n) are not necessarily marked, as our notion of dependency pair problem permits
collapsing rule I — z where z is a variable. We capture this observation with the set 7% .

Definition 8. The set 7% is defined as the least set of terms such that
1. if t € T(F) then t € T4 and ¥ € T ; and
2. ifty,...,t, € TX and cx € Com then cy(ty,..., 1) € TH.

The simple observation can now be formalised as follows.

Lemma 3. For every TRS R and DPs R*, we have =5, (T%) C TX. In particular, =5, (T*) C T%
holds for every DP problem P! with starting terms TF.

Proof. The first half of the lemma follows by inductive reasoning. From this, the second half of the lemma
follows, using that 7% C 7%, taking R¥ := S* UW?* and R := SUW. a

4.3.1. Weak Dependency Pairs
To analyse the runtime complexity of TRS R, Hirokawa and Moser [5] group parallel function calls (and
variables) of a rule [ — 7 in a (weak) DP I* — ¢, (rf, ... ,r,ﬁc). This is made precise in the following definition.

Definition 9 (Weak Dependency Pairs [5]). Let R denote a TRS.

1. Consider a rule I — Clry,...,rg] in R, where C' is a maximal context containing only constructors.
We define
WDP(l — ) :==I¥ — com(rt, ... rl)

and call WDP(l — r) the weak dependency pair of I — r.
2. The weak dependency pairs WDP(R) of a TRS R are given by

WDP(R) :={WDP(l =) |l > reR}.
Notice that WDP(R) is unique up to renaming of compound symbolsﬁ Also note that for | — r € R, the
left-hand side ¥ is always a marked term f#(ly,...,l,) with f* a dependency pair symbol.

Ezample 8 (Continued from Ezample @ Consider the TRS Ry given in Example Then WDP(R«)
consists of the following four rules:

51: 04+Fy —>y 52: s(z)+Fy s x4ty 53: O0xfy—y 54: s(z) xfy sz + (zxy).

4 In our implementation, we have chosen to assign for each rule a fresh compound symbol.
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In 5] it is shown that for any term ¢ € T(F,V), dh(t, =5 ) =k dh(t*, —wpp(r)ur) holds. We extend this
result to our setting. The following lemma serves as a preparatory step.

Lemma 4. Let R and Q be two TRSs. Then every derivation
t=1ty g, t1 Dp, ts Dp o,
for a basic term t and R; C R (i = 1) is simulated step-wise by a derivation

th = So ‘%WDP(Rl)URl S1 _%WDP(RQ)URQ 52 _%WDP(Rg)URg B

and vice versa.

Proof. For a term s, let P(s) C Posp(s) denote the set of minimal positions p with rt(s|,) a defined symbol.
Call a term u = Cluy, ..., uy] good for s if C'is a maximal context containing only constructors (including
compound symbols) and there exists an injective mapping m : P(s) — Posg(C) such that ul,,) = s, or
Ul ym(p) = (s|p)f. Observe that to every R-redex s|, in s the mapping m associates a WDP(R) U R-reducible
subterm u/,,(,) of u. Here p is the (unique) prefix of ¢ with p € P(s).

Consider a step s %{lﬁr},q t for | — r € R, and suppose WDP(l — r) = I* — COM(T?, ..,rE). Fix a
term u = Cluy, ..., u,] with C' a maximal constructor context that is good for s, as witnessed by a mapping
ms : P(s) = Posg(C). We show that there exists a term v with

u %{WDP( and v is good for ¢.

l—r),l—r} v

This property establishes the simulation from left to right. Let p € P(s) denote the unique prefix of the
redex position g. We consider the cases ¢ < p and ¢ = p separately.
Consider first the case ¢ < p. Then

u=Clu, ... Uy, Uy —Q—>{Z_W} Cluty .. iy ug],

for u; = |y, (p) and v; possible marked versions of s|, and t[,, respectively. Let v := Cluy,...,vi,...,vp].
By assumption p € P(s) the root of t|,, viz the root of s|,, is defined. Thus P(s) = P(t) and the mapping
mg witnesses also that v is good for t.

Now consider the case where ¢ = p. Then s|, = lo and t|, = ro for some substitution o. We distinguish
again two sub-cases. First, suppose that u; = u|n,) = (s[,)* is marked. Thus

uw=Cluy,...,l%, ... uy] —9—>WDP(Z_)T) O[ul,...,COM(T‘?O’,...,T%U),...,Un] ,

by definition of WDP(l — r). Let v := Cluy, .. ., COM(’I‘%O’, oyrE ), ..., uy,], and denote by C, the maximal
constructor context of COM(T?U,...,rfnU). Then it is not difficult to construct an injective mapping
my : P(ro) — Posg(C,) which verifies that COM(?"gor7 ...,rk o) is good for ra. Observe P(t) = (P(s)\
{pH) U{p- ¢ | i € P(ro)} and that all positions in P(t) are parallel. Hence the injective mapping m;, given
by
_Jms(p)me(a:) if ¢ =pai,
m(q) = .
ms(q) if ¢ | p.

is well-defined for every ¢ € Pos(t), and verifies that v is good for ¢.
Finally, suppose that u|m(p) is not marked, that is u; = lo for some 7 € {1,...,n}. Then

u=Cluy,...,lo,... uy) Q»{ZHT} Clug,...,10,... U] .

Let v := Cluy,...,70,...,u,]. Then v is good for t, following the pattern of the previous case, exploiting
that ro is trivially good for itself.

For the direction from right to left, consider a term u = Cluy, ..., u,] where C' is a compound context,
and u; (i =1,...,n) denote possibly marked terms without compound symbols. Call a term s € T(F,))
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good for w if s is obtained from u by unmarking symbols, and replacing C' with a context consisting only of
constructors. By case analysis on u _%WDP(Rﬁ)uR v, it can be verified that for any such wu, if s is good for

u then there exists a term ¢t with s Q»R t that is good for v. Since the starting term # is trivially of the
considered shape, the simulation follows. O

Theorem 5 (Weak Dependency Pair Processor). Let P = (S/W, Q,T) denote a runtime complexity prob-
lem. The following processor is sound and complete.

F (WDP(S) US/WDP(W)UW, Q, T#): f
EAS/W,Q.T): f

WDP .

Proof. Let P* := (WDP(S) US/WDP(W) UW, Q,T*). Suppose first cpp; € O(f(n)). Lemma [4] shows
that every —p reduction of ¢t € T is simulated by a corresponding —; reduction starting from th e TH.
Observe that every -2 ¢ step in the considered derivation is simulated by a %WDP( s)us step. We thus obtain
cpp € O(f(n)). This proves soundness, completeness is obtained dual. O

Observe that the generated sub-problem is a DP complexity problem as given by Definition [7] Notice also
that when the input is an innermost complexity problem, then so is the obtained DP problem.

Ezample 9 (Continued from Ezample @ and @) Reconsider the TRS R« given in Example |3 together with
WDP(R ) depicted in Example [8] According to the weak dependency pair processor, the inference

F (WDP(Ry) U Ry /D, @, TH): n?
(R« /2,2, Tx): n?

WDP .

is sound and complete.

The change in signature often makes the generated sub-problem easier to analyse. In particular, the generated
sub-problem is amenable to many of the processors suited for dependency pair problems introduced below.

4.3.2. Dependency Tuples

Consider a DP problem of the form (S*/W* U W, Q, T*). The analysis of this problem requires only an
estimation of applications of DPs, which are applied in compound contexts only. This property makes the
analysis considerably simpler. Some processors tailored for DP problems are even sound only in this setting,
for instance (safe) reduction pairs (cf. Definition [11] below) and various syntactic simplifications proposed
in Section In contrast to weak dependency pairs, dependency tuples [34] allow the translation of an
inmnermost runtime complexity problem directly into a DP problem of this simpler form. This approach,
however, cannot guarantee completeness.

Definition 10 (Dependency Tuples [34]). Let R denote a TRS.

1. Consider a rule I — r in R, and let 71, ...,r; denote all sub-terms of the right-hand side whose root
symbol is a defined symbol. We define

DT(l — r) :=I* — com(r},. .. ,’I“,ﬁc) )
and call DT(I — r) the dependency tuple of I — r.
2. The dependency tuples DT(R) of a TRS R are given by

DT(R) :={DT{ —r)|l—reR}.

Ezample 10 (Continued from Ezample[7). The four DPs (@7)—(50) depicted in Example [7] constitute the
dependency tuples of Ry from Example [3}
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The central theorem of [34] states that dependency tuples are sound for innermost runtime complexity
analysis. We extend this result to a relative setting.

Lemma 5. Let R and Q be two TRSs such that NF(Q) C NF(R). Then every derivation
t=1ty 2rg, t1 g, b2 Sp, -,
for a basic term t and R; CR (i = 1) is simulated step-wise by a derivation

th = s %DT(R1)/R1 51 —%DT(RQ)/RQ §2 Q_)DT(Ra)/RS o

Proof. The proof follows the pattern of the proof of Lemma 4| Define P(s) as the restriction of Pos(s) to re-

ducible subterms in s whose root symbol is defined: P(s) := {p | rt(s|,) € D and s|, <5 t for some term ¢}.

Call a term u good for s if u = C[ufi, ...,ub] for a context C' and uﬁ, ..., uf are marked version of the

subterms s|, for all p € P(s). More precisely, there exists an injective function m : P(s) — Posg(C) such
that ulm, ) = (s]p)* for every position p € P(s) holds.
Consider a rewrite step s ‘Q'>R,- t at position p, let [ — r € R; denote the rewrite rule applied in this step,

and let o be the substitution with lo = s|,. Consider a term u = C[ug, ...,ub] good for s, as witnessed by a

mapping mg : P(s) — Posa(C). Observe that p € P(s) and thus for DT(l — r) = ¥ — COM(T?, iy,
u= C’[uti7 ooy ) —Q»DT(ZHT) C[ug, e ,COM(T{U, corho), . ub] .

Let C':=C[O,...,coM(0,...,0),...,00 and let v/ := C'[u}, ... #io, ... vl o, ul].

Observe that P(t) C {¢q | ¢ € P(s) with q || por ¢ < p} U{p-q | ¢ € Posp(r)}. This follows as the
substitution o maps variables to NF(Q) C NF(R). Consider a position ¢ € P(t) with ¢ < p, hence q € P(s),
and j € {1,...,n} be such that ug = (s]4)*. Note that j exists as u is good for s. Since the rewrite position
pin s Q%Ri t is strictly below g, we have ug —Q—>Ri (t|4)F. Define v as the term obtained from v’ by rewriting

all terms ug = Uy, (q) for ¢ < p in this way. Thus %DT(Rl)/Ri v, it remains to show that v is good for .
Consider a position ¢ € P(t) with ¢ > p. By the observation on P(t), ¢ = p-¢; with ¢; € Posp(r),

and thus r|,, = r; for some j € {1,...,m}. We denote by ¢’ the position of r? in the right-hand side

coM(rf, ..., 78) of DT(I — 7). Then the following injective mapping my : P(t) — Posg(C), defined by

m(q) = ms(p)-q’ ifg=p,
U mslq) ifg | porg<p,

/

witnesses that v is good for t: if ¢ < p then we already observed v, () = Vlm.(q) = (tlg)*. If ¢ || p then
tlg = slqg and V|, (g) = Ulm, (q) and thus v|,,,q) = (s]¢)* as desired. Finally, consider ¢ > p, i.e. ¢ = p-q; for

some ¢; € Posp(r) and set r; :=rl|y,. Then (t|)* = (rjo)* = r?a = Ulm, (p)-¢ = Vlm, (p)> Which concludes the

final case. O

Theorem 6 (Dependency Tuple Processor). Let P = (S/W, Q, T) denote an innermost runtime complexity
problem. The following processor is sound.

F(DT(S)/DTW)USUW, Q,TH): f
FAS/W,Q,T): f

DT.

Proof. The theorem follows in correspondence to Theorem [5] replacing the application of Lemma [4 with
Lemma [Bl O

We emphasise that for W = @&, Theorem |§| corresponds to [34, Theorem 10]. The following example
clarifies that the restriction to innermost rewriting is necessary.
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FEzample 11. Consider the constructor TRS Rgy,p given by the following rules:
55: btree(0) — leaf ~ 56: btree(s(n)) — dup(btree(n)) 57:  dup(t) = c(t,t),

that computes a binary tree of height n on input s”(0). This TRS admits exponential long outermost
reductions, obtained by successively duplicating redexes. The dependency tuples DT(Rqup) are given by the
three rules

58: btree’(0) — ¢ 59: btree’(s(n)) — co(dup?(btree(n)), btree’(n))  60: dup*(t) = co .

It is not difficult to see that in a DT(Rayp) U Raup derivation starting from btree*(n) (n € N), the overall
number of applications of a dependency pair is bounded linearly in n, i.e. F (DT(Rqup)/Rdup; D 7;”): n.
Permitting the inference

F (DT (Raup)/ Raups &> ;1) : 1

F (Rauwp/9, 2, To): n

would allow us to wrongly deduce that the runtime complexity of Ryyp is linear.

Ezample 12 (Continued from Example ‘ The following inference starts the proof of quadratic innermost
runtime complexity of the TRS Rk given in Example [d] We transform its canonical innermost complexity
problem into a DP problem using dependency tuples (Theorem @

F (SE/Ri, Ric, T,E) - 2
- <RK/@,RK,7T(>: n2

DT.

Here Slﬁ( := DT(Rk) consists of the DPs depicted in Figure

4.3.3. Reduction Pairs

Reduction pairs were introduced in the context of termination analysis [36]. Safe reduction pairs [5], aka
coM-monotone reduction pairs [34], constitute a variation that accounts for compound symbols in complexity
problems.

Definition 11 (Safe Reduction Pair [5]). A reduction pair (i7,>) consists of a rewrite preorder - and a
compatible well-founded order > which is closed under substitutions. Here compatibility means that the
inclusion Z - > - 7~ C > holds. The reduction pair (7, >) is called safe if the order > is monotone in all
coordinates on compound symbols, i.e. for every c; € Com, for all i = 1,...,k and terms s1,..., sk, s}, if
s; > s then ck(s1,...,8i,...,8K) = cp(S1,...,8},...,5E) holds.

Proposition 1 ([5]). Let (>Z,>) be a safe reduction pair, let S* be a set of weak dependency pairs and let
W be a rewrite system. If S* C = and W C - then dh(t, —st/w) < [(t) where f: N — N is the complezity
induced by >.

The above proposition refers to the application of safe reduction pairs in the main theorem of Hirokawa and
Moser [5]. Together with the following simple observation, this proposition is a straightforward consequence
of our complexity pair processor (Theorem

Lemma 6. Let P* = (S*/WPU W, Q,T*) be a DP problem such that the strict component contains no
rewrite rules.

1. Suppose p denotes a usable replacement map for dependency pairs R¥ in PE. Then jicon 5 a usable
replacement map for Rt in PE. Here pcou denotes the restriction of u to compound symbols in the
following sense: picom(c) := p(c) for all ¢ € Com, and otherwise pcow(f) := @ for f € F*.
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61: src?((n,w,m)) — co 62: wt?((n,w,m)) = co 63: trg*((n, w,m)) — co

64:
65:
66:
67:
68:

69:

70:
T1:
72:

73:
74

75:
76:
T
78:
79:
80:
81:
82:
83:
84:
85:
86:

87:
91:
95:
99:

kruskal®(e :: E, W, P
kruskal?*(tt, e, E, W, P
kruskal?*(ff, e, B, W, P

— c(kruskal®(sort(E), [], partitions(IN)), sort? (E), partitions® (V)

forest (graph(N, E)
} — Co

)
partitions®([])
partitions® (n :: N') — partitions® (V')
kruskal®([], W, P) — cq
) — CQ(kruskaI?ﬁ(inBlock(e, P),e, E,W, P), inBIockﬁ(e,P))
) — kruskal*(E, W, P)
) — co(kruskal*(E, e :: W, join(e, P, [])), join* (¢, P,[]))
|nB|ocku( []) = co
inBlock?(e, p :: P) — cr((src(e) € p Atrg(e) € p) V¥ inBlock(e, P),src(e) € p A* trg(e) € p,
src(e) €F p,trg(e) €F p,srct(e), trg(e), inBlock (e, P))
join*(e, [1,q) — co
joinf(e, p :: P,q) — cg(join?*(src(e) € p V trg(e) € p, e, p, P,q),src(e) € p V¥ trg(e) € p,
src(e) € p, trg(e) € p,srcf(e), trg(e)?)
Jom(?ﬁ(tt e,p, P,q) — ca(join*(e, P,p 4 q),p ¥ q)
J0|n7u(ff e,p, P, q) —>joinﬁ(e,P7 q)
sort”([}) — ¢
sort?(e :: ) — cy(insert? (e, sort(E)), sort*(E))
msertﬁ( [1) = co
E)— C4(insert7ﬁ(wt(6) <wi(f), e, f, E),wt(e) <F wt(f), wth(e), wt?(f))
E)
E)
]

— Cp

insert* (e, f
insert? (tt, e, f,
|nsert7ﬁ(ff e, f,

neﬁ[ — Co

— insert?(e, E)

nef (m:=p) = ca(n=mVinepn=*mmnctp)
[]—H—ﬁq—>c0
(n:p) #fqg—piiq

0=F0-co 88: s(x) = 0 — co 89: 0 =" s(y) — co 90: s(z) =F s(y) m z =Fy
0<F0—co 92: s(z) <* 0 — co 93: 0 < s(y) — o 94:s(z) <Fsy) mz <ty
ff AP — co 96: ff A tt — co 97:  tt AT ff — ¢ 98: tt A"ttt — ¢
ffVEFf—co 1000 fIVitt—cy  101: ttVFAff—scy  102: tt Vit —cp .

Figure 2: Dependency tuples of TRS Rg.
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2. If (=, >) denotes a safe reduction pair, then it is also a P-monotone complexity pair.

Proof. We consider the first assertion. For a proof by contradiction, suppose picoy is n0t a usable replacement
map for R¥ in P!, Thus there exists s € —5:(T) and position p € Pos(s) such that s Q—>Ru7p t for some

term ¢, but p € Pos,,.,,(s). Since s € T% by Lemma symbols above position p in s are compound symbols,
and so p & Pos,(s) by definition of picon. This contradicts however that u is a usable replacement map for
RY in PE.

From the first assertion one derives that reduction pairs are P-monotone, and thus the second assertion
holds. a

4.4. Usable Rules

In termination analysis it is standard to consider only those rewrite rules that can occur between
applications of dependency pairs, the usable rules. Hirowaka and Moser [5] have shown that this technique
can be safely employed for complexity analysis. The following definition captures an approximation of
usable rules that looks at defined function symbols. Although this transformation is usually only of use on
dependency pair problems, we nevertheless formulate it for the general case of complexity problems.

Definition 12 (Usable Rules). Consider a complexity problem P = (S/W, Q,T).

1. Let Dp collect the defined symbols in P, i.e., Dp :={f | f(l1,...,lx) = r € P} . We define the binary
relation >4 on Dp such that f >4 g holds if there exists a rule or dependency pair f(l1,...,lx) > r € P
such that g € Dp occurs in r. We say that f depends on g.

2. The set of usable symbols D% (t) C Dp of a term t is defined as
DH(t) := {g | t contains symbol f € Dp with f >} g} .
The notion of usable symbols is extended to sets of terms T by D%4(T) := J,c+ DE(1).

3. The usable rules Up(R) in P of R are given by
Up(R) = {f(li,.... k) = €R| f € DR(T)} .

The following auxiliary lemma shows that the usable symbols of starting terms 7 are closed under P
reductions. In particular, this implies that only usable rules are ever triggered in derivations starting from
t € T. Observe that the lemma crucially employs that starting terms are basic. This drastically simplifies
the proof of soundness, compared to the setting of termination analysis [38].

Lemma 7. Let P = (S/W, Q,T) denote a complexity problem. Then
1. s —p t implies DE(t) C D4 (s); and
2. DE(—=p(T)) = DH(T).

Proof. For the first assertion, suppose s —p t holds. Let g € D%(t), we show g € D%(s). Hence by
assumption there exists a symbol h € Dp in ¢t with h >} g. If h occurs also in s then by definition g € D¥%(s)
holds, hence suppose h does not occur in s. As s —p t, there exist a rule f(I1,...,lx) = r € P, substitution
o and context C such that s = C[f(l10,...,Ilk0)] and ¢ = C[ro]. Since h does not occur in s but in ¢, it has
to occurs in r. Hence f > h and thus f >4 g. We obtain again g € D%(s) by definition of D¥(s) as desired.

Finally, the second assertion is a straightforward consequence of the first. a

Theorem 7 (Usable Rules Processor). Let P = (S/W, Q, T) denote a complexity problem. The following
processor is sound and complete:
= Up(S)/Up(WV), Q,T): f
H(S/W,QT): f

Usable Rules.
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Figure 3: Dependency Graph of Pﬁ_i.

Proof. Let R € {S,W} and s € —5(T). Consider a step s <5 t, where the rule f(l;,...,ly) - r € R
has been applied. By definition, f € D¥(s) and thus f € D¥(T) as a consequence of Lemma [7)(2). Hence
flla, ... k) = reUp(R).

From this we obtain that every reduction % —Q—>S/W t —Q—>S/W to —Q—>S/W .-+ for ty € T turns into a
reduction ¢ _Q*up(S)/up(W) t _Q*up(S)/up(W) b2 =4 (S) jup(w) * - - Soundness of the processor follows. As
the inverse direction trivially holds, we conclude completeness. |

Ezample 13 (Continued from Example @) Consider the dependency pair problem (S&/RK, Rk, 7T(ﬁ> given
in Example 12| with dependency pairs depicted in Figure[2] The defined symbols forest, kruskal and kruskal?
are not usable with respect to this problem, the only usable rules are thus Uy := {81 L0 IEHZE]}. Application
of the usable rules processor gives the following inference.

- (S /U, R, TE) - n?
. ” 5 Usable Rules.
F (Sk/Rk: Rk, T¢): 1

Hence in total, the six rules {8IIHIZ4]} defining forest, kruskal and kruskal? are dropped from the weak
component.

4.5. Dependency Graph Processors

The notion of dependency graph, a form of call and data flow graph, was initially proposed for the
termination analysis [36]. We adapt this notion to complexity problems, compare also [15].

Definition 13 (Dependency Graph). Let P¥ = (S* US/WFU W, Q, T*) denote a DP problem.

1. The nodes of the dependency graph (DG for short) G of P* are the dependency pairs from S* U W,
and there is an arrow labeled by i € N from s* — COM(t%, coth) to uf — COM(vg, ..., vh ) if for some
substitutions o,7: V — T (F, V), tga 2% ufT holds.

2. A graph G is called an approzimated dependency graph for P* if it includes the dependency graph of
Pt in the following sense. The nodes of G are the dependency pairs from S* U W?#, and whenever there
is an arrow labeled by i € N from s? — com(t:,... 1) to uf — COM(vtli, ...,v% ) in the dependency
graph of P¥, then this arrow occurs also in G.

The dependency graph is not computable in general, however it is well understood how good approximations
can be obtained [32].

Ezample 14 (Continued from Example @) Figuredepicts the dependency graph of the DP problem Pﬁ_i =
(Sf< /Ry, Ry, 7'5) with SﬁX = {ETHEQ} and R« depicted in Example |7|and Example [3| respectively.

In the following, we introduce various processors that transform a DP problem P! = (S*US/WHUW, Q, T#),
based on an analysis of the (approximated) dependency graph of P*. To avoid reasoning up to permutations
of rewrite steps, we introduce a notion of derivation tree that disregards the order of parallel steps under
compound contexts. This notion rest on the observation that any term ¢ € —,,(7%) is of the form
t =Clt1,...,ty] for a maximal compound context C' by Lemma 3] Thus any further reduction of ¢ consists
of possibly interleaved, but otherwise independent, reductions of the terms t1,...,%,.
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Derivation trees are hypergraphs where nodes are labeled by terms and edges by rules. Here, a (directed)
hypergraph over labels L is a triple G = (N, E, lab) where N is a set of nodes, E C N x P(N) a set of edges,
and lab: NUE — L a labeling function. For e = (u,{vy,...,v,}) € E we call the node u the source, and
nodes vy, ..., v, the targets of e. We denote by —¢ the successor relation in the hypergraph G, i.e. u =g v
if there exists an edge e = (u,{vy,...,v,}) € E with v € {vy,...,v,}. We set u L5 v for labels K C L if
additionally lab(e) € K holds, and abbreviate —{L}AG by Ii . If there exists a path u =wy =g -+ =g Wy, =0
we say that v is reachable from u in G. We call a hypergraph G a hypertree (tree for short) if there exists a
unique node u € N, the root of G, such that every v € N is reachable from u by a unique path. We keep the
convention that every node is the source of at most one edge.

Definition 14. Let P* = (S*US/W!U W, Q, T*) denote a dependency pair problem.

1. Consider a term t € T*(F,V) UT(F,V). The set of P* derivation trees of t is defined as the least set
of hypertrees such that:
(a) T is a P¥ derivation tree of ¢+ where T' consists of a unique node labeled by .

(b) Suppose t %{lar} COM(ty,...,t,) for | — r € P* and let T; denote a P* derivation tree of ¢; for

i=1,...,n. Then T is a P* derivation tree of ¢, where T is a tree with T} (i = 1,...,n) rooted
at its ¢*® child, the root of T is labeled by ¢, and the edge from the root of T to its children is
labeled by [ — r.

2. For a P* derivation tree T' we denote by |T|z: x the number of edges labeled by a rule or dependency
pair | - r € REUR.

50: s(z) x¥y = ca(y +F (z x y),z x¥ y)

1 +% (1 x 1),
fffff Tififf‘
4: s(z) xy = y+ (z xy) 50: s(z) x¥y = ca(y +* (2 x y),z xF y)
,,,,,,,, I, e
145 (1+(0x 1)), 1+ (0 x 1);
,,,,,,,,,,,,,,,,,,,,, R
|
3:0xy —0 49: 0 x*y = ¢
i |
1+%1 1+0 o
48: s(x)+uy~>x+uy 48: s(z)+uy~>x+ﬁy
0+%1
47: 048y = ¢ 47: 04+ y = ¢
o o

Figure 4: ’Pﬁ»i derivation tree of 2 x# 1.

Consider a P* derivation tree T. Every edge (u,{vi,...,v,}) in T corresponds to a rewrite steps
t Q—nﬁr COM(t1, ..., tp), with t and t1, ..., ¢, precisely the label of source u and targets vy, . .. , v, respectively,
and [ — r the label of the considered edge. We also say that | — r was applied at node u in T. This
correspondence can be lifted to rewrite sequences, and motivates our notion of the size |T|rs g of T with
respect to R¥ UR: |T|gsur refers to the number applications of rules from R UR.
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Ezample 15 (Continued from Ezample [7). Recall the DP problem Pl = (8L /Ry, Ry, TE) from Example
In Figure [4) we depict a Pﬁ_i derivation tree T of the term 2 x* 1. Solid nodes indicate applications of DPs

from the strict component Sﬁx. Conversely, dashed nodes indicate applications of weak rules R«. The dotted
lines indicate that we left out some rewrite steps with respect to Rx. We have |Tx|g: = 7.

Lemma 8. Let P# = (S*US/WHUW, Q, T*) be a DP problem. Then for every t € T(F,V)UTHF,V), we
have
dh(t, QL)S“US/W“UW) =, max{|T|s:us | T is a P*-derivation tree of t} .

In particular,
cpps(n) = max{|T|s:us | T is a P*-derivation tree of t € T* with |t| < n},
holds.
Proof. We consider the first assertion. Let t € T(F,V) U T*(F,V), and abbreviate
s := max{|T|s:s | T is a P-derivation tree of t} and £ := dh(t, ‘%SﬁUS/WﬁuW) .

We show ¢ > s and s > £. For the first inequality, suppose s is well-defined. Hence there exists a P!
derivation tree T' of t with |T|s:us = s. A breadth first traversal on T constructs a P* derivation D, such
that every application of I — r € S* U S translates to an application of [ — 7 in D. This derivation D then
witnesses ¢ >y s.

Inversely, for the second equality one can construct for an arbitrary P* derivation D starting from ¢ € 7%
a P! derivation tree T. Every application of a rule | — r € P* in D translates to a unique edge in 7. The
construction is carried out by induction on the length of D. One uses that the final term in this derivation is

of the form C[uy, ..., u,] € T4 for C a maximal compound context (compare Lemma . Note also that for
each sub-term w; (i = 1,...,n), the constructed tree T' contains a dedicated leaf labeled by w;. This shows
s > L. O

Remark. Our notion of derivation trees is related to the notion of chain tree given by Noschinski et al.
[34]. Whereas in P* derivation trees each edge corresponds to a single rewrite step, in chain trees an edge
corresponds to a dependency pair step lfo — COM(r%7 .. ,r,ﬁa) followed by normalisation of unmarked
sub-terms in the reduct. This notion is of limited use in our setting, as we also want to account for the

normalisation steps in Lemma [§]

Note that the dependency graph G of P! indicates in which order dependency pairs can occur in a
derivations of P?. To make this intuition precise, we adapt the notion of DP chain known from termination
analysis. Recall that for a derivation tree T', the symbol —7 denotes the child relation, and B~ its restriction
to edges labeled by | = r € R.

Definition 15 (Dependency Pair Chain). Let T be a derivation tree, and consider a path

Uy i =7 T'SUWE;UQ lp = 7 TCSUWX;”.’
for a sequence of dependency pairs C': [y — 11,lo — 7r2,... . The sequence C is called a dependency pair

chain (in T), or DP chain for brevity.

Ezample 16 (Continued from Example . Reconsider the Pxﬁ_i derivation tree Tk given in Figure {4l This
tree gives rise to three maximal chains: the chain BOM8I47] along the left; the chain BOIE0I8IAT7] along the
middle and the chain along the right path.

Lemma 9. Every chain in a P* derivation tree is a path in the dependency graph of the DP problem PF.
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Proof. Let P = (S*US/WFUW, Q,T*) and consider two successive DPs [} — ry 1= s* — COM(t§7 coth)

r'n
and Iy — ro := uf — cm(vg, ...,vf ) in a DP chain of a P* derivation tree T. Thus there exists nodes

Uur, u2,v1, V2 with

I3 =7y lo — 1o

SUW. *
Ui T U2 T V1 T V2,

and thus there exist substitutions o, 7 such that us is labeled by t?a for some i € {1,...,n} and v; by u®r.

As uy SUWE 4 we have tga —Q—>§Uw ufr by definition, and thus there is an edge from I, — 1 to ly — 72
in the DG of P!, and hence in G. The lemma follows from this. O

4.5.1. Simplification Techniques

In this section we introduce a handful of syntactic simplifications. None of the observations are very deep.
Nevertheless the resulting processors are important. They allow the reduction of a complexity problem to a
core set of rules reflecting the complexity of the input problem asymptotically.

Remove Weak Suffixes Processor. The leaf removal processor introduced in [34] states that all dependency
pairs that occur as leafs in the DG, that is, dependency pairs that constitute nodes in the DG without
outgoing edges, can be dropped from the input problem. This processor is sound in the setting of [34] where
all dependency pairs occur in the strict component. Without further restrictions, this processor is unsound
in our setting.

Ezample 17. The following inference is not sound
F(@/{f" = co(ff,g")}, @, {f'}): f
= ({gf = co}/{f* = ca(f*.g")}, @, {f}): f
despite the fact that gf — ¢y is a leaf in the dependency graph of the input problem. Observe that the

complexity function of the input problem is undefined for inputs of sizes greater than two, whereas the
generated problem has trivially constant complexity.

Another situation where removal of leafs leads to problems is when our analysis has to account for
ordinary rewrite rules beside dependency pairs. Again this case is a priori excluded in [34].

Ezxample 18. Consider the following inference, where f# — gf(h) denotes a leaf in the dependency graph of
the input problem.

F{{h—h}/2.0,{f): f
= ({f* = g'(h), h—h}/o, 2, {f}): f
Then the generated problem has constant complexity, whereas the complexity function of the input problem
is undefined for inputs greater than two.

We can however remove dependency pairs from the weak component that do not trigger rewrite steps
with respect to the strict component. Provided that the strict component of the input problem constitutes of
dependency pairs only, rules amenable for removal can be determined based on the dependency graph.

Definition 16 (Forward Closed). Let G be a dependency graph and let Rf denote a set of dependency pairs.
We say that R is closed under G-successors if for every edge from s — ¢t € R! to u — v in G we have that
also u — v € RF. For a complexity problem P*, we call a set of DPs occurring in P* forward closed if this
set is closed under G-successors for the dependency graph G of P*.

Note that forward closure of a set of DPs can be approximated based on an estimated dependency graph.

Theorem 8 (Remove Weak Suffixes Processor). Fiz a DP problem P* = (S*/W* U VVlﬁ UW, Q, T*) where
VV}i is forward closed and S* N VVZﬁ = @. The following processor is sound and complete.

H(SEWEUW, Q, TH): f
F(SEWEUW UW, Q, TH): f

Remove Weak Suffixes .
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Proof. Let 733 = (S*/WEUW, Q, T#). The processor is trivially complete. To see that the processor is
sound, we show that for every P¥ derivation tree T of t¥ € T*, there exists a 'Pg derivation tree T' of ¥ with

|Ty|s: = |T'|s:. Hence soundness follows by Lemma
Consider a P* derivation tree T of t!. We define T, as the derivation tree of t* that is obtained by

removing applications of dependency pairs from )/VlTi More precise, whenever there is an edge e labeled with
a DP from V\/lﬁ in T, we remove e and the sub-trees rooted in the target nodes of e. Then, by construction,
T,is a Pg derivation tree of t*. Suppose now |T|st # |T,|s¢, i-e. |T|s: > |T,|s¢- Then T, misses a sub-tree
of T with an edge labeled by a DP [ — r € S*. This assumption gives rise to a DP chain where [ — r is
preceded by a DP from )/Vlji Since SN VVlii = & by assumption, the DP [ — r does not occur in Wlﬁ, hence
the DP chain contradicts that VVlti is forward closed, by Lemma@ a

Predecessor Estimation. Noschinski et al. [34] observed that the application of a dependency pair I — r in a
P derivation can be estimated in terms of the application of its predecessors in the dependency graph of P¥.

Definition 17. Let G be an approximated dependency graph. We denote by Preg(l — r) the set of all
(direct) predecessors of node | — r in G. For a set of dependency pairs R¥ we set

Preg(R*) := | J Preg(l—r).
l—reRY

Then for an approximated dependency graph G of P*#, we have the following correspondence between the
number of applications of dependency pairs from R* and Preg(R¥).

Lemma 10. Let P! = (ST US/W!UW, Q, T#) denote a DP problem, let G be an approzimated dependency
graph for P, and let | — r € P denote a dependency pair. For every P*-derivation tree T,

IT|rsur < max{l, |T|(re\(1r})UPreg (1sr)UR * A}
where A denote the mazimal arity of a compound symbol occurring in a rule from P!,

Proof. Consider the non-trivial case [ — r & Preg(l — 7) and let T denote a P* derivation tree with an edge
labeled by I — r € Rf. To conclude the lemma, we bind the applications of the DP I — 7 in T terms of
applications of DPs Preg(l — r). More precise, we show ||,y < max{1,|T|pre,(—r) - A}. By Lemma

chains of T translate to paths in G. Hence if I — r occurs in a DP chain of 7', it is either the first DP in the
DP chain, or is headed by a DP from Preg(l — 7). In the former case |T|(;—,y = 1. In the latter case, let

{u1,...,un} collect all sources of I — r edges in T. To each node u; € {uy,...,u,} we can identify a unique
node pre(u;) such that pre(u;) Preell=rl, . SUW 4 holds. Let {vy,..., v} = {pre(ui), ..., pre(u,)}.
Since <<% is non-branching, and pre(u;) has at most A successors, it follows that |T|_,3 =n < A-m <
A |T|Preg(l—>r)~ ]

Theorem 9 (Predecessor Estimation Processor). Let G denote an approzimated dependency graph of the
DP problem P! = <S§1 U Sg US/WEUW, Q, T#). The following processor is sound:

- (Preg(SHUSIUS/SEUWIUW, Q, TH): f
FSTuStuS/WIuW, Q, TH: f

Predecessor Estimation .

Proof. Soundness follows trivially from Lemma [I0] employing Lemma [§] o

We point out that the predecessor estimation processor is an adaptation of knowledge propagation
introduced in [34], not relying on a dedicated component K of known rules.

Application of the predecessor estimation processor makes only sense if Preg (Sﬁ1 ) # S?. On the other
hand, it is always safe to take for Sf a maximal set of DPs such that Preg (S{j ) C Sé.

The combination of Theorem [8 and Theorem [9] allows us to remove DPs R¥ that occur as leafs in the
DG G of the input problem, provided Preg(R) constitutes of dependency pairs that occur in the strict
component, as in [34]. This is clarified on our running example.
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Ezample 19 (Continued from Example . Observe that the DPs

£F = (61163165, 67, (71} [73) [71 [79), BT, 183, [BEL 871 B9, 01193, BB} 02}

depicted in Example [12|occur as leafs in the dependency graph G of the complexity problem (Slﬁ( JUk, Rk, 772)
Instantiating S¥ by £f and S} by

Si\ £ = {6266 B8 70 72 [72H76) 781 B0 B2 B 6, B0 )
in Theorem [9) we can continue the complexity proof of Example [I3] as follows.
Sk £9) /U, Rec, TE):
F((SEN LY/ L Ulde, R, T : 2
- (SE Uk, R, T = n?

Remove Weak Suffixes

Predecessor Estimation

Observe that we employ Preg(L*) C S}u( \ £, and that £* is trivially forward closed in the intermediate
problem.

Simplifying Right-hand Sides. In the proof step given in Example [I9 we have removed all dependency pairs
defining the dependency pair symbols srcf, wtf and trg? as well as V# and A%, Since the strict component of
the considered DP problem contains only dependency pairs, it is safe to remove any calls to these symbols in
right-hand sides. For instance, the dependency pair

72:  inBlock®(e,p :: P) — cr((src(e) € p Atrg(e) € p) V¥ inBlock(e, P), src(e) € p A* trg(e) € p,
src(e) €F p,trg(e) €F p,srcf(e), trg(e)?, inBIocku(e,P)) ,
can be simplified to
72s:  inBlock?(e,p :: P) — cs(src(e) € p,trg(e) € p,inBlock? (e, P)) .

Although this simplification has no effect on the complexity of the considered problem, it still makes an
automated analysis often easier. For instance, as a result of the transformation the usable rules, and also
constraints for complexity pairs, can get simpler. The next processor provides a formalisation of this idea,
which was first implemented in AProVE [34].

Theorem 10 (Simplify Right-hand Sides Processor). Let G denote an approximated dependency graph of
the DP problem P* = (S* /WP UW, Q, TH). For dependency pairs 1! — COM(’/‘?, . 71"?@) € SYUW!, call

an argument 7"5 removable if there is no outgoing edge from I* — COM(rtli, . ,r,ﬁﬁ) labeled by i € {1,...,k}.
Define

simpg(I* — com(r}, ... ) = 1F — com(rf ,....7}),
where {r?l, e ,r?l} - {r{, e ,r,ﬁ} collects all arguments of the right-hand side which are not removable. We

denote by simpg also its homomorphic extensions to sets.
The following processor is sound and complete.

F (simpg(S?) /simpg W) UW, Q, TH): f
H(SE/WIUW, Q, TH: f

Simplify RHS .

Proof. Let P} denote the generated problem (simpg(S*)/simpg (W) UW, Q, T#).
Consider a P? derivation tree T of t € T*. Call a sub-tree T} resulting from the application of a DP

LR COM(T?, ... ,r,ﬁc) e StUW! in T remouvable, if its root is labeled by a term rfa for some removable
#

%

argument Tf and substitution o. By Lemma |§| and the assumption that r
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64: forest?(graph(IN, E)) — cs(kruskal®(sort(E), [, partitions(IN)), sort? (E), partitions* (N))
66: partitions®(n :: N) — partitions*(IN)

68: kruskal®(e :: B, W, P) — cy(kruskal?*(inBlock(e, P), e, E, W, P), inBlock (e, P))
69: kruskal?*(tt, e, E, W, P) — kruskal*(E, W, P)

70: kruskal?*(ff, e, E, W, P) — cy(kruskal*(E, e :: W, join(e, P, [])), join (e, P, []))

72s: inBlock?(e, p :: P) — c3(src(e) €F p, trg(e) € p,inBlock? (e, P))

74s: join®(e,p :: P,q) — ca(join?¥(src(e) € p V trg(e) € p, e, p, P, q),src(e) € p)
75: Jom'?ﬁ(tt e,p, P,q) — ca(join*(e, P,p 4 q),p #* q)

76: join?4(ff, e, p, P, q) — join*(e, P, q)

78: sortu( : E) — cy(insert® (e, sort(E)), sort* (E))

80s: insert® (e, f :: ) — co(insert?® (wt(e) < wt(f), e, f, E), wt(e) <! wt(f))
82: insert?*(ff e, f, E) — insert* (e, E)

84s: n € (m::p) = ca(n =F m,n & p)

86: (n:=p) #¥q—pHiq

90: s(z) =*s(y) =z =ty

94: s(z) <Fs(y) <Py,

Figure 5: Simplified dependency pairs S&s.

applications of a DP, i.e. |T;|s: = 0. By deleting all removable sub-trees of T', and replacing the application
of I — COM(T§7 . rk) € S UW* by simpg (I* — COM(r%, e ,r,ﬁc)) € simpg (S*) U simpg (W#) we can thus
construct a Pﬁ derlvatlon tree T, with [T, |S,mpg s#) = |T'|sz. This concludes soundness of the processor, by
Lemma [§

Inversely, completeness is shown by constructing from every 733 derivation tree a P* derivation tree,

obtained by replacing applications of simpg (I* — COM(T{, . ,7",2)) by applications of I* — COM(r%, cey rlﬁc).D
Ezample 20 (Continued from Example Example @) By Theorem |10] the following inference is sound.

- (SE U, R, TE) : n?
- <(Spu< \Eﬁ)/UK,RK,m>5 n?

Simplify RHS .

Here S&S = simpg (SP( \ £#) consists of the dependency pairs depicted in Figure

4.5.2. Dependency Graph Decomposition

The simpliﬁed DP problem (S&s /UK, Rk, 7T<ﬁ> contains roughly half of the rules from the DP problem
(S /RK,RKJTO Still, TCT is not able to synthesise orders that orient all of the remaining dependency
palrs even in an iterated fashion using the relative decomposition processor from Theorem 4] l Motivated
by the inability to synthesise suitable orders for larger examples, we introduce a novel technique, called
dependency graph decomposition (DG decomposition for short). The aim of this transformation technique is

5This statement remains correct for comparable provers like AProVE and CaT.
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to decompose the input problem into several pieces that are manageable by complexity pairs. Our work on
this processor is also motivated by the fact that we are not aware of a single method for rewrite systems
which translates a complexity problem into computationally simpler sub-problems. Any proof is of the form
EPiifi 0 EPurfa
FP:f

)

with f € O(f;) for some i € {1,...,n}. This implies that the maximal bound one can prove is essentially
determined by the strength of the employed base techniques, viz, complexity pairs. In our experience however,
a complexity prover is seldom able to synthesise a suitable and precise complexity pair that induces a
complexity bound beyond a cubic polynomial.

Decomposition techniques are of utmost importance, and often considered crucial for the (static) resource
analysis. For instance, one of the main strengths of the type-based system of Hoffmann et al. [21] is precisely
its inherent composability. One strong points in the size-change abstraction [39] based analysis of Zuleger
et al. [20] is that global runtime bounds of imperative programs can be obtained by combining bounds
on strongly connected components (SCCs for short). The technique proposed here is similar, although not
identical, to such a decomposition. We also allow for a separate analysis of SCCs. Taking the call structure
into account, a global bounding function is obtained by multiplying bounds on sub-problems. Hence there is
also a clear relationship to the multiplicative composition of ranking functions introduced by Gulwani and
Zuleger [19].

D1

Figure 6: Dependency Graph Gks of DP problem <S&S/MK,RK, 7&’1)

Before we continue, we want to remark that relative decomposition, as given in Theorem [3] can be used
to decompose the input problem guided by the dependency graph.

Ezample 21 (Continued from Example @) Consider the DG Ggs of the DP problem <SE(S/Z/{K>RK77:£>; de-
picted in Figure[6] As demarcated by the rectangles in the figure, this graph has three independent sub-graphs.
Let S,u(k C S&S, St € SP(S and 8%, C Slﬁ(s denote the set of DPs as indicated in the three components of the

part
dependency graph. Essentially as an application of the relative decomposition processor, the DPs S&k, Sfrt,
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and Sgart can be treated completely independently. To this extend, consider the dependency pairs

64s: forest? (graph(NV, E)) — sort?(E)
64k : forest® (graph(NV, E)) — kruskal® (sort(E), [], partitions(N))
64p: forest?(graph(N, E)) — partitions*(N) ,

which reflect the three individual calls from forest? (via the DP [64)) to the three components Slﬁ(k, S_frt, and
Sgart respectively. Consider the following three sub-problems which are obtained by considering only nodes
from the three indicated sub-graphs, together with the individual calls from forest®:

P}ﬁ(k = <Slﬁ(k/{m} UUK7RKa7T<ﬁ> Pﬁrt = <S£rt/{} UusrtaRK,ﬂ(u> 7)gart = <3§art/{@}»RK77ﬁ> .
Here Uy := {0 2IH26LBEH38]} C Uk. We reason below that

FPE o n? R Phin? b Phe:n?

= (Sko/Un, Ri, T : n?
is a sound inference. To see this, consider first the following intermediate DP problems

’P}irst—rel = <{@}/8Pﬁ(k U Sgrt U Sgart U uKa RKa 7;3> Psurt_re| = <83rt/8|u<k U Séart ) {E} U uKa RKa 7;(ﬂ>
’PIﬁ(K_reI = <Slﬁ(k/85ﬁrt U Sgart u {@} U Z/[K; RKa 7|-(ﬁ> ,Pﬁ rel <S|§art/8}u<k U Ssﬁrt ) {E} U Z/[K; RK; 7|-(ﬁ> .

part-
These problems are obtained from the input problem <Sln<s /UK, Rk, 7}”} by moving dependency pairs from
the strict to the weak component, in accordance to the partitioning of the DG Gks. Note that dependency
graphs of these problems coincide with the DG from Ggs. Three applications of relative decomposition allow
us to deduce

H ,Pgart—rel: n2 + 7%ljrst—rel : n2
Pl i n? Sk U B8} /SE, U SE, Uk, Ri, TyE) : n?
F P 1 F(Shy U Sk U B4} /SEy U, Ri, TE) : n?

F (SE, U, R, T : n?

Consider the intermediate problem Pfurst_re,. Note that since the DP has no incoming edges in the DG, i.e.

Preg,. ({64l}) = @, the complexity function of Pfﬁrst_rel is even constant. We can show this by one application
of the predecessor estimation processor and the axiom empty.

empty
- (2/Sk USE USh U B8} Uldk, Ri, TE) : n?

# .2
= Pfrst—rel 'n

Predecessor Estimation

The DPs S&k and Sgart constitute a forward closed
So they can be simply dropped from P!

srt-rel?

Consider now the intermediate DP problem ,Psﬁrt—rel'
set of weak DPs in P*

srt-rel”

right-hand side of the DP [64] can be simplified to

by Theorem |8l As a consequence, the
64s: forest’ (graph(N, E)) — sort?(E) ,
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by Theorem Finally, the set of rewrite rules can be narrowed to the usable rules U, by Theorem [7} In
total, this proves P2, : n2 - P? n?:

srt-rel
- (SE,/{BES} U s, Ric, TE) = 12
F (Ssnrt/{} UZ/[K7RK,7T£>Z n?
- (SE, /{6 Uk, R, T : n?
F(SE/Ski U Sk U 68} U, Ric, T) : n?

Usable Rules
Simpl. DP-RHS

Remove Weak Suffixes

By identical reasoning, we can prove ’P,ﬁ(k: n? F P&K_relz n?, and likewise Pgart: n?k ’Pgart_relz n?. Putting

these proofs together yields the inference outlined in the beginning of the example.

This form of decomposition however fails to achieve one main motivation. The complexity of the input

problem is reflected in the complexity of at least one of the sub-problems. In the example above, the

complexity of P&k and Pf,t is bounded by a quadratic polynomial from below.
In contrast, dependency graph decomposition seeks to analyse re-

cursive definitions, reflected by cycles in the DG, separately. Consider

for instance the DP problem P}, = (Ssﬁ,t /{64 Ulsr, R, 7}5} obtained

in Example 21} involving the dependency concerning the sorting al-

gorithm underlying Rk. Let [e1,--- ,e,] abbreviate a list of edges

€1 i+ (en 2 []). To estimate the complexity of Pf,, without loss

of generality we fix a derivation starting from t* := sort?([eq, - - - , e,]).

The part of the DG of Psﬁrt relevant for the reduction of t# consists of

the DPs [78] defining sort?, and Siﬁnsert := {B0s,[B21@4]}. Edges are as

depicted in Figure @ A reduction of t! involves one recursion with

respect to the DP [78l As indicated by the edge from [78] to BOg each Figure 7: Separation of derivation tree

recursion (possibly) triggers a sub-derivation that involves the DP [80d T in upper and lower layer.

Indeed, a derivation tree of t* can be sketched as in Figure The

terms tg demarcate the first application of the DP [B0g, i.e. the call to insert’. As a consequence of Lemma@

and the shape of the DG, the gray subtrees T; (i = 1,...,n) contain only application of DPs S More

insert”*
precise, the trees T; are derivation trees with respect to the problem Plﬁ = (Siﬁnsert [Usrt, Rk, 721) Dual, the
white part T, reflects the recursion involving the DP [78] that is, T, is a derivation tree of with respect to
the problem P! := ({78} /Usrt, R, ’7'Kﬁ> In principle, it should thus be possible to divide P, into Plﬂ and PF,
and propagate bounds on the complexity of ’Plﬁ and Plﬁ back to Pf,t.

Observe that both problems admit linear complexity. This can be easily verified by tool TCT. Note that
in our example, the term ¢ (i = 1,...,n) are of the form insert® (e;, [€ip1r---sen]) € 7?3, where [e], ,,...,€}]
is the (unique) normal form of sort([e;+1,-. ., en]). Thus the application of DPs in a subtree T; is bounded
by a linear function, in the size of tﬁ and thus t* = sort?([e1, ..., e,]). The number of applications of DPs in
T, is bounded by a linear function in the size of tf. As this gives also a bound on the number of trees T}, we
obtain overall a quadratic bound on the number of applications of DPs in the full tree T

The dependency graph decomposition processor formalises this kind of reasoning. Fix a DP problem
Pt = (SFUS/WEUW, Q, T*). The separation of derivation trees T' of P¥ into upper components T, and lower
components (consisting of trees T}, ..., T,) is given by a partitioning of strict dependency pairs S* = S U Sltj
and weak dependency pairs W = W# U Wlﬁ, such that Sljj U VVI'i is forward closed in the DG of P%. For
instance, the set S&sm used above forms a forward closed in ’Psﬁrt. For a derivation tree T" of P*, the separation
of DPs induces a separation of T into two (possibly empty) layers, demarcated by topmost applications of
DPs from Slﬁ U )/Vlﬁ as indicated in Figure E The lower layer consists of the (maximal) subtrees T1,...,T,, of

T with a dependency pair I — r € SlIj U VVlIj applied at the root. The upper layer consists of the derivation
tree T, obtained from 7' by removing the sub-trees 71, ..., T,. Figure[7]illustrates this separation.

Define P! := (S: US/WEUW,Q, T and P! := (Sf US/W! UW, Q, T). By construction, T, is a
Pﬁ derivation tree of !, i.e. contains no application of DPs from Slﬁ U )/Vljj The complexity function of
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P! thus binds the number of applications of DPs and rules from S* U S in T, in the size of t*. Dual, by
forward closure of Slu U V\/lﬁ the P! derivations trees T} from the lower layer are Plﬁ derivation trees of terms
tg. However, the complexity function of Plﬁ may not suitably estimate the size of the derivation trees of tf,
more precise |Ti|sfus’ in the size of t*. On the one hand, tg € T* does not hold in general. On the other

hand, the size of tg does not necessarily relate linearly (even not polynomially) to the size of t*. To resolve
these issues, DG decomposition adds suitable dependency pairs sep(Sﬁ U Wﬁ) to Plﬁ, defined as follows.

Definition 18. For a set of DPs R we define
sep(R*) :={l = 7 |l = coM(ry,...,7i,...,73) € R} .
These DPs are used to extend the derivation tree T; of tg to a derivation tree of tf € TH.

Ezample 22 (Continued from Ezample [21)). Consider the DP problem P, = (8L /{648 U Uen, Ri, ’7?) to-
gether with the forward closed set of DPs S . = {B0SB2B4}. Let T denote a P%, derivation tree of

insert
sort!([e1, ..., e,]) for edges ey, ..., e,. The nodes labeled by insert? (e;, leiy1s---s€p]), where [ef;,... e}] the

e n

sorted list of [e;41,. .., ey], demarcate the upper T,, and lower layer in T (i = 1,...,n). Then sep({64s [78]})
consists of together with the DPs

78a: sortf (e :: E) — insert® (e, sort(E)) 78b: sort?(e :: ) — sort*(E) .

Observe that in combination with U, these can be used to generate the terms insert?(e;, [CARTNCA )
(i=1,...,n) from the initial term sort?([ej,...,e,]). As a consequence, the complexity problem

Pl ert = (Shoere/ {643,782 T8B} U Uswe, Ric, Ty

accounts for applications of DPs from Siﬁnsert in a sub-tree T; (i = 1,...,n). Conversely, the DP problem

P, = (T8} /{648 U Usrt, R, ’7:?) accounts for the application of the DPs in the upper component T5,.

The next two technical lemmas formalise the central proof steps carried out in the informal reasoning
from above.

Lemma 11. Consider a DP problem P* = (S} U Slﬁ US/Whu V\/lﬁ UW,Q,T*). Let Sf U VVlﬁ be a forward
closed set of DPs in P*, and let T be a P* derivation tree T of t* € T, Consider the mazimal sub-trees
T1,..., T, of T such that a DP from Sln UVVZﬁ 1s applied at the root, and let T,, be obtained from T by removing
Ty,...,1,. Then

1. T, is a (SEUS/WEUW, Q, T#) derivation tree of t*;

2. for eachi=1,...,n, there exists a (Slﬁ U S/VVZti UW Usep(SEUWE), Q, T%) derivation tree of t*, that
contains T; as sub-tree.

Proof. The first assertion follows by definition. We consider the second assertion. Observe that on the path
from the root of T to T}, by construction only dependency pairs ¢ — COM(rg, ey r,’i) € SHUW! are applied.
Replacing each application of 1f — COM(rﬁ, .. ,r,’i) by a corresponding DP [f — r? € sep(Sf UWH) yields a
(S¢ USZjj uS/ Wi UV\/lﬁ UWUsep(SEUWE), Q, T#) derivation tree of t*. This tree contains T} as sub-tree. Since
Slﬁ U VVlﬁ is forward closed, Lemma |§| yields that T; contains only applications of DPs from Slti U Wlﬁ, besides

application of rules | — 7 € SUW. Hence the constructed tree is even a (SFUS /W UWUsep(SEUWE), Q, TH)
derivation tree. O

Lemma 12. Consider a DP problem P* = (S*US/WFUW, Q, T*). Let R* be a forward closed set of
DPs in P%, and let T be a P derivation tree T of t* € T4, Let Ty,...,T, denote the maximal sub-trees
of T with | — r € RY applied at the root. There exists a constant A € N depending only on P* such that
n < max{l, |T|pre,(rep\RE - A}
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Proof. The proof is a slight variation of the proof of Lemma Let A be the maximal arity of a compound
symbol from P* and observe that every node in T has at most A successors. Denote by {u1,...,u,} the
roots of T; (i = 1,...,n). The non-trivial case is n > 1. In this case, each path from the root of T to
the nodes w; € {uy,...,u,} contains at least one node with a DP applied. Let {v1,..., v} collect such
nodes closest to {u1,...,u,}. In particular, we can thus associate to every node w; € {uy,...,u,} a node
vy € {v1,...,v,} and DP [ — 7 € P* such that v {li = iy, SUW T u; holds. As vy has at most A
successors and SYWs . is non-branching, it follows that n < A -m. By Lemma O for i =1,...,n we see
li = r; € Preg(RF). As T; is maximal, I; — r; ¢ Rf. Hence m < T |preg (r#)\r# and the lemma follows. O

Theorem 11 (Dependency Graph Decomposition Processor). Consider a DP problem P¥ = (S} U Sl'i U
S/Wﬁ U VVlﬁ UW, Q, Tﬁ> together with an approximated dependency graph G of P¥ such that:

1. Slﬁ U V\/lﬁ s forward closed in G, and
2. Preg(SfUWH NWE = 2.
The following processor is sound.
F(SEUS/WEUW, Q, TH): f F(S]US/Wf Usep(SEUWE)UW,Q,TH): g
F(SEUSIUS/WEUW! UW, Q,TH: fxg

’

for all functions f and g such that f(n) # 0 and g(n) # 0. Here f x g denotes the function h defined by
h(n) := f(n) - g(n).

Proof. Consider a P* derivation tree of t# € 7#. We estimate ‘T|3ﬁu$fus by a function in O(f * g), tacitly

employing Lemma |8 Consider the separation of T" as induced by forward closure of Slti U l/\/lti into the upper
layer T,,, and lower layer that consists of the derivation trees T; of t? (i=1,...,n). By Lemma the
trees T; (i =1,...,m) can be extended to (Slﬁ U S/VVZtt UW Usep(SEUWE), Q, T#) derivation tree T of t*.
In particular, the complexity of (Slu us/ V\/lli UW Usep(SE UWE), Q, T%) binds applications of Slti US in Tj,
ie. |Tilgr s = |Ti"5}?u5' Hence ‘Ti|sfus € O(g(|t*])) by the second pre-condition of the processor. Similar,
Lemma 1' and the first precondition of the processor gives |Ty|gs s € O(f(|t*])). By assumption [2[ and
Lemnr;a we see n < max{l, ‘T|Preg(sl"uwf)\(sf )} < max{l, [Ty|gs s} Putting these bounds together
we ge

uwf

|T|Sﬁusfus = [Tulsius + 3251 Tilssus
= [Tulssus + Z:‘l:1|Ti|s}?uS
<Tulsgus +max{l, [Tul gz s} - max?:1|Ti|s;‘us
€ O(F(1#*])) + O(f (1)) - O(g(It*])) = O(h(It*])) - o
The next example shows that the DP problem Psﬁrt has quadratic complexity, using Theorem

Ezample 23 (Continued from Example @) Consider the DP problem Pfrt from Example and let G denote
the DG of P%,. We already observed that the set DPs 8% _ = {B0s B2 04} is forward closed in Pi.. Asno

insert

DP in Preg(S? ) = {78} occurs in the weak component of P!, also the second precondition of Theorem

insert
is satisfied, and thus

- ({8} /{64 U e}, R, T) i F Pl
- Psnrt: n?

Using the simplifications presented in Theorem [I0] and Theorem [7} together with suitable complexity pairs
(Theorem , it is not difficult to prove the assumptions of this inference. We conclude F Pfrt: n? by
Theorem [I11

32



We want to remark that DG decomposition can overestimate the complexity, i.e. DG decomposition is
not complete. For this reason it is not always beneficial to exhaustively apply this processor.

Ezample 24 (Continued from Example . The set {@4]} constitutes a forward closed set of DPs in the DP
problem P? depicted in Example Consider the two DPs

insert
80a: insert’(e, f :: E) — insert?*(wt(e) < wt(f), e, f, E) 80b: insert?(e, f :: E) — wt(e) <* wt(f) .
Then we have

sep({64s [78al [78bl 808 [B2]}) = {{64s} (782l [78b} [E0al 0Bl B2} -

Applying the DG decomposition processor yields thus sub-problems

<{mm}/{mmm UusrtyRKam> ’
for the upper, and
({22} /{643, (78] (78D, 803l BOBL B2} U Usre, Ric, Ty

for the lower component. The complexity of both problems is bounded from below by a linear function.

Hence employing DG decomposition, we can only prove a quadratic upper bound on the complexity of Piasert,

whereas the complexity of P?_isin fact linear.

insert

Finally, we remark that iterated application of Theorem [L1] extends to a separate analysis of all cycles.
Hence our method is closely connected to cycle analysis as introduced for termination in [35]. Unlike for
cycle analysis, dependency graph decomposition takes the call-structure between cycles into account. As
demonstrated in the next example, this is essential in the context of complexity analysis.

Ezample 25. Let Ply := (RL,/Rexps Rexps 7gu> where the dependency pairs R, are
103: d¥(s(z)) — d*(z)  104: e¥(s(x)) — cao(d¥(e(x)),ef(x)) ,
and the rewrite system Reyp is given by the four rules
105: d(0) — 0 106: d(s(x)) — s(s(d(x)) 107: e(0) — s(0) 108: e(s(z)) — d(e(x)) ,

that compute exponentiation on numerals. The following depicts the DG of Petf(p.

2 1

@@

A decomposition of the dependency pairs in P

% into cycles, as in termination analysis [35], amounts in our
setting to an inference

~ ({I0%}/ Resp, Rerp: ) = ({03} /Revps Rewor )i 9
- ({I03L 004} / Rexp: Rerps ) s
While the complexity of ({03} /Rexp, Rexp: 7,;ﬁ> and ({041} / Rexp, Rexps 7;11> is linear, the complexity of P, is

exponential. On the other hand, DG decomposition extends the sub-problem ({I03]} /Rexp, Rexps 7?1) obtained
from the lower cycle with the two DPs

104a: ef(s(z)) — d*(e(x)) 104b: ef(s(x)) — e*(x) .
The so obtained sub-problem ({L03}/{A04al [0} U Rexp, Rexp; ') has exponential complexity.
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5. Implementation Issues

The proposed framework forms the backbone of our complexity tool TCT, the Tyrolean Complexity Toolﬁ
TCT is a highly configurable, state-of-the-art complexity analyser for term rewrite system. We kindly refer
the reader to the system description [I7] for details on usage and features of TCT. As indicated by the
results of the annual international termination competition[’| which features four dedicated categories for the
complexity analysis of term rewrite systems, TCT is competitive on an international level. In the recent full
run of the competitiorﬁ our tool scored highest in three out of the four categories, both in the number of
solved systems and precision of the certificate (as indicated by the global score).

Our tool features currently 23 techniques for runtime and, where applicable, for derivational complexity
analysis. The proposed framework allows us to seamlessly combine all implemented techniques in our tool. It
goes without saying that TCT is not blindly applying the implemented methods to construct a proof tree.
The search space would simply be too high. It is clear that complete processors should be preferred over
incomplete ones, since any application of an incomplete processor reduces the chance to prove a tight bound
on the complexity. There is however theoretically no preferable strategy to combine complete processors. In
practice, it makes sense to employ a dependency pair transformation (Theorem [5| or Theorem @, respectively)
first, because these enable the various simplifications discussed in Section [£:4] and Section [£.5] Also, it is
preferable to apply syntactic methods before the notoriously slow semantic techniques.

success . fail )
DG decomposition |———| maybe
\. v
Tfa,il
7 D
. initial . ; s . rel. decomposition
input —_—> . e . —>| DP transformation |—>| DP simplifications |—> .
simplifications and orderings
\ J

l success

no yes [ )
B — ———>|| success
\. )

Figure 8: Schematic presentation of the default proof-search strategy DGD underlying TCT as flow chart.

Figure [§] outlines the current default proof-search strategy underlying TCT. Here, boxes correspond to
the following sub-strategies. Our experiments confirm that this strategy works effectively in the majority of
cases we tested, in terms of the number of proven examples and the precision of the deduced bounds.

- Initial simplifications: Initially, the criterion of Hirokawa et al. [40] is used to transform a complexity
problem to the corresponding innermost complexity problem, if applicable. Also, on innermost
complexity problems some trivial simplifications are employed that possibly remove rules which are
inapplicable during reductions.

- DP transformation: For runtime complexity analysis, the weak dependency pairs processor (Theorem
is employed to transform the current problem into a DP problem. This processor is coupled with
the weightgap condition [5], under which all rewrite rules from the strict component can be moved
to the weak component. For a given innermost runtime complexity problem, the dependency tuples
processor (Theorem@ might also be used. However, the application of dependency tuples is problematic,
since the processor is in general not complete. But on the other hand, also the application of the weak

6TCT is released under the GNU Lesser General Public License (LGPL) Version 3. A web-interface and sources can be found
online at http://cl-informatik.uibk.ac.at/software/tct/.

7C.f. http://termination-portal.org/wiki/Termination_Competition,

8Results available at http://termcomp.uibk.ac.at/termcomp/competition/competitionSummary.seam?comp=455446|
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dependency pair processor is problematic whenever the weightgap condition cannot be established.
The presence of rewrite rules besides DPs in the strict component blocks the application of various
techniques employed later. Most notably complexity pairs in the form of safe reduction pairs (compare
Lemma@, but also various DP simplification techniques, are blocked.

In practice, it seems that the latter problem out weights incompleteness of dependency tuples. As
compromise, in the current strategy dependency tuples are preferred over weak dependency pairs
whenever the weightgap condition cannot be established.

- DP simplifications: At this stage the strategy chains various DP simplification techniques. The
predecessor estimation and remove weak suffix processors (Theorem |§| and Theorem 8] respectively)
are used to delete dependency pairs, compare Example If applicable, the current DP problem is
decomposed using the relative decomposition processor (Theorem [3]) as dictated by the dependency
graph, compare Example Finally, right hand-sides of DPs are simplified and rules are restricted to
usable ones (Theorem 7| and Theorem .

- Relative decomposition and orderings: At this stage, the decomposition processor in conjunction with
different complexity pairs (Theorem [4]) is employed. To facilitate multiple cores, various instances,
parameterised by different complexity pairs, are run in parallel. The processors are directed towards
shifting leafs in the dependency graph from the strict to the weak component, using predecessor
estimation (Theorem E[) to extend the set of shifted DPs. This enables removal of the oriented rules by
the subsequent triggered DP simplifications.

We remark that TCT synthesises complexity pairs by constructing suitable polynomial and matriz
interpretations (of dimension one to four) that induce polynomial bounds, as well as (small) polynomial
path orders [8,9]. For polynomial interpretations, TCT essentially interprets constructors by strongly
linear polynomials [3] only. For matrix interpretations our strategy uses the criterion of Middeldorp
et al. [41] based on automata techniques.

In the present strategy, we employ interpretations up to induced degree two, using rather low coeflicients
(ranging up to seven). Higher parameters show significant effect on the execution time, without improving
much on the applicability of the strategy. To keep the complexity certificate tight, the application of
complexity pairs is ordered by the induced degree (starting from zero).

- DG decomposition: Dependency graph decomposition is the central part of the strategy, it is employed
whenever orderings fail to produce a result. In general, there is no favourable choices to pick a lower
component Slu U Wlu suitable for Theorem We decided to pick for the lower component a maximal
set of forward closed nodes excluding topmost cycles in the DG of the considered problem, i.e. cycles
not reachable from any other cycle in the DG. Successive applications of DG decomposition are thus
performed outside in.

5.1. Ezxperimental Evaluation

In the following, we contrast the strength of TCT with its default proof-search strategy DGD to the

comparable provers AProVE [42] and CaT. As AProVE features only support for innermost rewriting, the tool
is excluded from benchmarks that do not restrict inputs to innermost complexity problem. Dual, CaT does
not feature dedicated support for innermost rewriting and is therefore excluded on experiments on innermost
problems.

To show the effect of the various methods, we (partly) contrast our default strategy DGD to the following

modifications.

- Direct: With this strategy we check the power of direct methods. Precisely the complexity pairs
outlined in stage relative decomposition and orderings are employed in a direct setting, i.e. relying on
Theorem [2] only.
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- RD: With this configuration we indicate the strength of Zankl and Korp [I3] decomposition processor
in combination with complexity pairs. This strategy corresponds to the stage relative decomposition
and orderings of our default strategy DGD.

- DP+RD: This strategy extends the strategy RD with the weak dependency pairs and dependency tuples
processor. More precise, the strategy correspond to the default strategy with stage DG decomposition
disabled. Should stage relative decomposition and orderings fail, the computation is aborted.

- DGD-g: This strategy is a variation of the default strategy DGD where DG decomposition is employed
exhaustively, immediately after initial DP simplifications.

Setup. All experiments were conducted on a machine with a 8 dual core AMD OpteronTM 885 processors
running at 2.60GHz, and 64Gb of RAMH Every test was run with a generous timeout of 300 seconds. The
employed version of TCT is version 2.0, binaries for AProVE and CgT are the ones provided by the annual
termination competition of 2012@

Data Sets. Unarguably, the termination problem data base (TPDB for short), underlying the international
termination competition, is the most extensive selection of examples available. Still, it was primarily intended
as a means to assess the strength of termination provers, and falls short of interesting examples for runtime
complexity analysis. We have therefore compiled two collections of TRSs specifically targeted at runtime
complexity analysis.

- Data set RaML: To test the applicability of runtime complexity analysis of TRSs in the context of
program analysis, we have employed a naive (but complexity preserving) transformation of RaML
programs considered in [27] into TRSSE We remark that in this transformation, we do not take typing
information into account. We however use the call-by-value strategy adopted by RaML to obtain an
innermost runtime complexity problem. Also, built-in operations like comparison operations on Integers
and Boolean operations are assigned unitary cost. This is achieved by modeling their semantics with
rewrite rules occurring in the weak component of the constructed problem. Data set RaML collects the
examples obtained by this translation from the example collection available in the source repository of
the RaML prototypeE

- Data set RC: This data set is mostly a compilation of examples found in the literature on the runtime
complexity analysis of term rewrite systems. Also, it contains various sorting algorithms on lists and
standard examples of Peano arithmetic.

Assessment. In Table[I] we contrast AProVE and TCT in the above mentioned configurations on the data set
RaML. Here entries indicate the estimated upper bounds on the runtime complexity. An entry ? indicates that
the tool gave up, and an entry oo indicates that the tool was aborted due to a timeout. The graph depicted in
Figure [0] summarise the data of Table [T] for AProVE and selected configurations of TCT. Here totals on solved
instances are plotted against the execution time. To put emphasis on the precision of the obtained certificate,
we only take optimal solutions, in the sense that no other run of AProVE or TCT produced a tighter upper
bound, into account. In contrast, dotted lines indicate the overall number of systems, disregarding optimality.

The experiments clearly illustrates the need for transformations. Only two examples could be solved
by applying complexity pairs directly. The results drawn in Column RD in Table [I| shows that relative
decomposition gives an improvement on the direct approach. Column DP+RD indicates the usefulness of the
dependency pair transformations. Two additional problems can be solved in the dependency pair setting, and
for three problems a more precise certificate could be obtained. Still, the majority of the problems remain
unsolved.

9 Average PassMark CPU Mark 2851; data from http://www.cpubenchmark.net/

10 Available through http://termcomp.uibk.ac.at/.

HThe corresponding tool is available online at http://cl-informatik.uibk.ac.at/cbr/tools/RaML/k
12 Available online at http://raml.tcs.ifi.lmu.de/.
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Direct RD DP+RD DGD-g DGD AProVE
appendall O(n?) O(n?) O(n) O(n) O(n) O(n)
bfs ? ? O(n) O(n?) O(n) 00
bftmmult ? ? 00 O(n*) O(n?) 00
bitonic ? ? 00 O(n*) O(n*) 00
bitvectors 0o 0o 00 O(n?) O(n?) 0o
clevermmult ? ? ? O(n?) O(n?) O(n?)
duplicates ? O(n?) O(n?) O(n®) O(n?) O(n?)
dyade ? ? O(n?) O(n?) O(n?) O(n?)
eratosthenes ? O(n?) O(n?) O(n?) O(n?) 00
flatten ? ? ? O(n?) 0O(n?) O(n?)
insertionsort ? O(n?) O(n?) O(n?) 0O(n?) O(n?)
listsort ? ? ? O(n®) O(n?) 0o
lcs ? ? ? O(n?) O(n?) oo
martix ? ? 00 O(n*) O(n?) 00
mergesort ? e) 00 O(n?) O(n?) 0o
minsort ? O(n®) O(n?) O(n?) O(n?) 0O(n?)
queue ? ? 00 O(n®) O(n®) 00
quicksort ? 0o 00 O(n?) O(n?) 00
rationalpotential O(n) O(n) O(n) O(n) O(n) O(n)
splitandsort ? ? ? O(n®) O(n?) 00
subtrees ? O(n?) O(n?) O(n?) O(n?) O(n?)
tuples ? ? o0 %9 9 9
Table 1: Experimental results on data set RaML.
T T T T T DGDg
—e— DGD
—A— DP+RD
—o0— AProVE

Number of Solved Instances

Execution Time (sec.)
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Figure 9: Data set RaML: number of solved instances, depending on execution time.



The results concerning configurations DGD and DGD-g indicate the gain in power of our tool through
DG decomposition. Out of the 22 examples, only the example tuples, which computes for fixed i =1,...,4
and given set S (encoded as list) the set of all subsets of S of size i, cannot be handled. The runtime
complexity of this example is perfectly described by the resource polynomials defined in terms of binomial
coefficients of [27]. It is also worth mentioning that in 30 seconds, after which AProVE and configuration
DP+RD fail to handle any further system, configurations DGD and DGD-g can handle significantly more
systems. As we mentioned above, incompleteness is a clear drawback of dependency graph decomposition,
compare also Example 24] Figure [J] indicates that even thought immediate, iterative application of this
processors (as implemented in the configuration DGD-g) significantly improves the execution time, precision
of the certificate is lost. In contrast, the standard configuration DGD retains precision.

Finally we remark that the RaML-prototype developed by Hoffmann et al. [2I] beats TCT on the
(untransformed) data set, in precision of the estimated bound, and in the speed of the analysis. We attribute
this mainly to the naive transformation of RaML programs to TRSs. The RaML-prototype can use for
instance domain information given by the semantics of RaML programs. This information is lost during
transformation. As for the above mentioned rewriting tools, also the RaML-prototype is not capable of
inferring logarithmic bounds. As a consequence, not every example was classified optimal. For instance, the
runtime complexity of program mergesort, which implements the mergesort algorithm on list, should have
complexity O(n -log(n)), but all tests classified the runtime of this program as quadratic or above.

30 T T T

(a)

25 |-

15 [~

Number of Solved Instances

| |
150 0 30 60 90 120

Execution Time (sec.) Execution Time (sec.)

—e—DGD —4 DP+RD  —0—C;T  —o— AProVE ‘

Figure 10: Data set RC for (a) full and (b) innermost rewriting: number of solved instances, depending on execution time.

In Table [2f we compare our tool TCT to CaT (full rewriting) and AProVE (innermost rewriting) respectively,
on the data set RC. For TCT we indicate results with respect to configuration without DG decomposition
(configuration DP+RD) and including DG decomposition (configuration DGD). Figure (10| relates again
execution times to the number of solved instances, as in Figure [9] The results are similar to the ones on
the data set RaML. In contrast to innermost rewriting, TCT can only partly benefit from DG decomposition.
Observe that weak dependency pairs leave rules from the input problem in the strict component. In contrast,
DG decomposition operates on dependency pairs only.

6. Conclusion

We have presented a combination framework for automated polynomial complexity analysis of term rewrite
systems. The framework is general enough to reason about both runtime and derivational complexity, and to
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Full rewriting

Innermost rewriting

Answer DP+RD DGD Cal DP+RD DGD AProVE

jonesl O(n) O(n) O(n) O(n) O(n) O(n)

jones2 O(n) O(n) ? O(n) O(n) O(n)

jones4 O(n) O(n) O(n) O(n) O(n) O(n)
jonesb 00 o0 ? o0 o0 00

jones6 O(n) O(n) O(n) O(n) O(n) O(n)

flatten O(n) O(n) O(n) O(n) O(n) O(n)

reverse 00 O(n?) ? 00 O(n?) O(n?)

shuffle 00 O(n®) ? 00 O(n®) On®)
shuffleshuffle 00 O(n*) ? 00 O(n*) 00
clique 0o 00 ? e) O(n®) ?

dcquad 00 00 ? 00 00 O(n?)

egypt 00 00 ? O(n) O(n) O(n)
eratosthenes 0o 00 ? O(n?) O(n?) 00
lcs 00 ? 00 00 00 00

mmult-nat %) o) ? o) O(n®) O(n?)

gbf 00 00 ? O(n) O(n) O(n)

sat 00 00 ? O(n?) O(n?) O(n?)

286 o) O(1) O(n) o(1) o(1) o(1)

bits O(n) O(n?) O(n) O(n) O(n?) O(n?)

div O(n) O(n) ? O(n) O(n?) O(n?)

mult 00 00 ? O(n?) O(n?) O(n?)

mult2 00 o0 ? o0 O(n?) O(n?)

quad 00 00 ? 00 O(n?) O(n?)

square 00 00 ? O(n?) O(n?) O(n?)

bubblesort-nat 0o 00 ? 00 O(n?) O(n?)

isort 00 00 ? 00 O(n?) O(n?)
mergesort 0o 00 ? 00 O(n*) 00
mergesort-nat 0o 00 ? 00 O(n®) 00

quicksort-buggy O(n) O(n) ? O(n) O(n) O(n)

quicksort 00 00 ? 00 O(n?) O(n?)

Table 2: Experimental results on data set RC.
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formulate a majority of the techniques available for proving polynomial complexity of rewrite systems. On
the other hand, it is concrete enough to serve as a basis for a modular complexity analyser, as demonstrated
by our automated complexity analyser TCT which closely implements the discussed framework.

Besides the combination framework we have introduced the notion of P-monotone complexity pair that
unifies the different orders used for complexity analysis in the cited literature, and we have introduced or
adapted various syntactic simplification techniques. Last but not least, we have presented the dependency
graph decomposition processor. This processor is easy to implement, and greatly improves modularity. The
provided experimental results highlight the strength of our framework, and in particular of the dependency
graph decomposition processor.
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